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Abstract

In street-based mobility mining, pedestrian volume estimation receives increasing
a ention, as it provides important applications such as billboard evaluation, a rac-
tion ranking and emergency support systems. In practice, empirical measurements
are sparse due to budget limitations and constrained mounting options. Therefore,
estimation of pedestrian quantity is required to perform pedestrian mobility anal-
ysis at unobserved locations. Accurate pedestrian mobility analysis is difficult to
achieve due to the non-random path selection of individual pedestrians (resulting
from motivated movement behaviour), causing the pedestrian volumes to distribute
non-uniformly among the traffic network. Existing approaches (pedestrian simula-
tions and data mining methods) are hard to adjust to sensor measurements or require
more expensive input data (e.g. high fidelity floor plans or total number of pedestri-
ans in the site) and are thus unfeasible.

In order to achieve a mobility model that encodes pedestrian volumes accurately,
we propose two methods under the regression framework which overcome the limita-
tions of existing methods. Namely, these two methods incorporate not just topologi-
cal information and episodic sensor readings, but also prior knowledge on movement
preferences and movement pa erns.

The first one is based on Least Squares Regression (LSR). The advantage of this
method is the easy inclusion of route choice heuristics and robustness towards con-
tradicting measurements. The second method is Gaussian Process Regression (GPR).
The advantages of this method are the possibilities to include expert knowledge on
pedestrian movement and to estimate the uncertainty in predicting the unknown fre-
quencies. Furthermore the kernel matrix of the pedestrian frequencies returned by
the method supports sensor placement decisions. Major benefits of the regression
approach are (1) seamless integration of expert data and (2) simple reproduction of
sensor measurements. Further advantages are (3) invariance of the results against
traffic network homeomorphism and (4) the computational complexity depends not
on the number of modeled pedestrians but on the traffic network complexity.

We compare our novel approaches to state-of-the-art pedestrian simulation (Gen-
eralized Centrifugal Force Model) as well as existing Data Mining methods for traf-
fic volume estimation (Spatial k-Nearest Neighbour) and commonly used graph ker-
nels for the Gaussian Process Regression (Squared Exponential, Regularized Lapla-
cian and Diffusion Kernel) in terms of prediction performance (measured with mean
absolute error). Our methods showed significantly lower error rates.

Since pa ern knowledge is not easy to obtain, we present algorithms for pa ern ac-
quisition and analysis from EpisodicMovement Data. The proposed analysis of Episodic
Movement Data involve spatio-temporal aggregation of visits and flows, cluster anal-
yses and dependency models.

For pedestrian mobility data collection we further developed and successfully ap-
plied the recently evolved Bluetooth tracking technology. The introduced methods
are combined to a system for pedestrian mobility analysis which comprises three lay-
ers. The Sensor Layer (1) monitors geo-coded sensor recordings on people’s presence
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and hands this episodic movement data in as input to the next layer. By use of stan-
dardized Open Geographic Consortium (OGC) compliant interfaces for data collec-
tion, we support seamless integration of various sensor technologies depending on
the application requirements. The Query Layer (2) interacts with the user, who could
ask for analyses within a given region and a certain time interval. Results are returned
to the user in OGC conform Geography Markup Language (GML) format. The user
query triggers the (3) Analysis Layer which utilizes the mobility model for pedestrian
volume estimation.

The proposed approach is promising for location performance evaluation and at-
tractor identification. Thus, it was successfully applied to numerous industrial appli-
cations: Zurich central train station, the zoo of Duisburg (Germany) and a football
stadium (Stade des Costières Nîmes, France).
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Chapter 1

Introduction

“We are happy to observe an increasing frequency of these pedestrian tours:
to walk, is, beyond all comparison, the most independent and advantageous mode

of travelling ”

—Robin Jarvis1
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Since the last decades, the proliferation of feature-rich and inexpensive computer
hardware as well as its continuous evolution had a significant impact on the use and
development of optimization software, logistical analysis and operations research in
general [Maros & Khaliq 2002]. Specifically, processing power approximately dou-
bles every 12 months (Moore’s law [Moore 1965]), as does data storage capability ev-
ery 18 months (Parkinson’s law [Parkinson 1957]). This development came along with
the evolution of highly sophisticated sensor technologies (e.g. motes). The tracking of
moving objects and the foundation of a new research area, namely the Spatio-Temporal
Data Mining, was the consequence. This thesis focuses on the primal Operations Re-
search problem of modelling people’s mobility with Spatial Data Mining methods.
Therefore, this work tackles the estimation of pedestrian quantities at unobserved
locations. This comprises (1) contribution of novel algorithms for pedestrian quan-
tity estimation which for the first time incorporate knowledge on pedestrian move-
ment pa erns, (2) improvement of data acquisition and movement pa ern analysis,
(3) software integration and (4) extensive real-world applications. This chapter high-
lights the research questions, gives a brief introduction to challenges as well as to the
state-of-the-art. Afterwards we express the author’s contribution and an introduction
to the application domain.

1British author, born 1963, Romantic Writing and Pedestrian Travel [Jarvis 1999]
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1.1 Motivation and Research Questions

Estimation of traffic volumes is a common task for street based traffic and the achieved
values are highly interesting for risk analysis, quality of service evaluation, location
ranking and mobility analysis applications. Particularly, for pedestrian traffic, knowl-
edge on people’s presence offers a vast chance for improvement of the signage and
the infrastructure. Facilities provided to people depend on pedestrian movements
and volumes. To give a few general examples: locations of information desks, shops
or public restrooms depend on the quantity of persons, path-widths of the corridors in
a stadium depend on people’s quantity as well, mobile phone networks are planned
according to the expected movements and even locations of advertisement billboards
are placed such that they are potentially noticed by as many pedestrians as possible.
Modelling the pedestrian quantities gives indispensable insights on visitor prefer-
ences and motivations at a particular public event or site and thus supports creation
of intelligent environments.

This thesis focuses on the estimation of traffic volumes for pedestrians within
closed environments. Closed environments are sites or buildings which have in com-
mon that no people reside inside but all present people leave after some time pe-
riod. Thus, these closed environments have dedicated entrances and exits which con-
nect them with their surroundings. Prominent examples are train stations, terminals,
shops, shopping malls, parks, as well as zoological gardens. Only in closed environ-
ments pedestrian quantity estimation can be analysed without any unexpected influ-
ences (for example the locations with arbitrary stay times from urban environments
such as living houses and points of interest).

As shown in the previous examples, knowledge of pedestrian movement provides
indispensable benefits to safety, marketing, as well as to infrastructural applications.
Therefore, over the past years, many sensor technologies have been developed to
fetch empirical measurements and record pedestrian volumes (most popular ones
are video surveillance, laser beams and Bluetooth sensors). However, empirical mea-
surements are usually rare due to constraints, e.g., budget limitations. This raises the
following research questions:

� How to track pedestrians in mixed indoor/outdoor environments?

� How can values on pedestrian quantities be estimated from few empirical mea-
surements?

� At which places should a constrained number of quantity sensors be located?

� How can the developed methods be used in practice?

Often, available information is limited to few measurements and some prior knowl-
edge, e.g., floor plan sketches, knowledge on preferred routes by local domain ex-
perts. Incorporating prior knowledge is thus essential to address the above chal-
lenges. However there are few approaches taking into account the movement pat-
terns, although pedestrians generally show some move preferences, especially in
closed environments, e.g., train stations. For example, consider a commuter on his
daily path to work. Starting at home he uses the public train to reach his place of
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work. In the train station it is more likely for the commuter to walk towards his de-
sired platform than to walk to another one. He therefore chooses some routes more
likely than others. Whereas predicting this individual behaviour is an interesting re-
search field, this thesis focuses on the analysis and modelling of the total amount of
pedestrians passing locations which is one aspect of pedestrian flow (besides others
as density, route choice, flow mixing, etc.). Models of pedestrian flow can find appli-
cation in problems related to location evaluation, a ractor identification and abnormality
detection. In these scenarios, the number of passing people (the so-called quantity) is
a required input commonly used to evaluate locations [Liebig 2011].

Driven by the lack of (easily accessible) detailed floor plans for many buildings we
are going to build a pedestrian quantity model that bases on the topology. Further in-
puts to the model are frequency counts and knowledge on movement pa erns. Thus,
the requirements for the application of quantity estimation method are:

� exclusively based on floor plan sketches and public available data sources,

� adjustable by quantity measurements,

� incorporating knowledge on movement pa ern.

This thesis is driven by real-world scenarios and industrial projects. Hence, besides
contributing two novel algorithms for pedestrian quantity estimation which enable
movement pa ern incorporation for the first time, this thesis also contributes novel
methods for analysis of episodic movement recordings as well as an integrative soft-
ware system.

This chapter proceeds with the challenges and the author’s contributions, a brief
description of the application scenarios, the outline of the thesis as well as a list of the
author’s publications.

1.2 Challenges

Many existing approaches deal with the research questions mentioned above i.e.
pedestrian tracking, quantity estimation and sensor placement for traffic monitoring.

Regarding the first question for robust pedestrian monitoring many technologies
evolved recently. Besides intrusive ones as mobile tracking applications (e.g. for
smartphones) [Hoh et al. 2012, Florescu et al. 2012], these monitoring methods com-
prise non-intrusive ones as well: video surveillance [Masoud et al. 2001, Bertozzi
et al. 2004], 3D laser scans [Schulz et al. 2003, Kräußling et al. 2008, Teichman &
Thrun 2012] or analysis of mobile network performance data (which causes strong
privacy objections [Gianno i & Pedreschi 2008]). The hardware for 3D laser scanner
tracking is still expensive and thus not yet widely applied. The major drawbacks of
video surveillance are the dependency on surrounding light, low image fidelity for far
objects and occlusions by other objects. However, the approach of [Bruno & Delmas-
tro 2003, Alt et al. 2009] is an appropriate way of solving the pedestrian monitoring
task with recently evolved Bluetooth tracking technology. The wireless communica-
tion standard Bluetooth (used for example for linking intercoms with mobile phones)



4 Chapter 1. Introduction

is used for logging the occurrence of a Bluetooth enabled device close to a fixed sta-
tionary sensor. At a sensor location the aggregated numbers of traversing Bluetooth
enabled devices is monitored. Usage of multiple sensors allows reconstruction of
their individual transition times and movement pa erns. However formal concepts
and methods for analysis of the recorded data are still rare. Furthermore, the spatio-
temporal representativeness is still not deeply studied.

The estimation of pedestrian quantities, i.e. the second research question, has been
mainly discussed in the literature for vehicular traffic modelling. Among the exist-
ing approaches (Geographical Weighted Regression [Zhao & Park 2004], k-Nearest-
Neighbour [Gong & Wang 2002], Gaussian Maximum Likelihood [Lam et al. 2006] and
Kriging [Wang & Kockelmann 2009]) the Spatial k-Nearest Neighbour method [May
et al. 2008] provides best performance. However these methods lack integration of
complete domain knowledge (i.e. expert knowledges on movement behaviour). Fur-
thermore the algorithms are designed for vehicular, and thus large scale, traffic net-
works. The focus on pedestrian traffic and comparable small environments reveals
erroneous estimations of the algorithms more easily. In contrast to cars on a street
no pedestrians can disappear within a corridor of a train station. Moreover the main
challenge posed by the task is to provide methods that comply the requirements (1) ex-
clusively based on floor plan sketches and public available data sources, (2) adjustable
by quantity measurements, (3) incorporating knowledge on movement pa ern.

The third question for sensor placement received recent a ention in [Yang &
Zhou 1998,Mínguez et al. 2010,Ng 2012,Gentili & Mirchandani 2012] and solves the
task of placing sensors on traffic networks with the primal goal of estimating origin-
destination matrices. As their goal is to estimate the relation among traffic sources
and sinks and not the traffic flow among the traffic network, the objective is different
and a novel method for sensor placement is required.

In detail, the contributions are described in the next section as well as in Chap-
ters 3 and 4. In Chapter 2 we set the fundamentals for the hereby presented concepts.
Application scenarios are briefly described in Section 1.3 and the very details of the
software integration can be found in Chapter 5, followed by the project-driven re-
search questions and analysis which are the focus of Chapter 6.

1.3 Contributions

Throughout this thesis we show that the proposed methods for pedestrian quantity
estimation incorporating movement pa erns overcome the weaknesses of the other
related works. Also, our approach successfully meets the challenges (discussed in
Section 1.2). We validate our approach against related state-of-the-art methods. With
both synthetic ground truth as well as real-world data, the presented methods obtain
higher accuracy (measured with mean absolute error). We furthermore enhance state-
of-the-art person tracking technology (Bluetooth tracking). Furthermore, we develop
visual analytics methods for analyzing Episodic Movement Data in terms of spatial cor-
relations and temporal similarities.

We incorporate these functionalities in a software system for real-world applica-
tions which is successfully applied in industrial application scenarios. Briefly, the
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contributions made in this thesis are:

� Novel methods for pedestrian quantity estimation which incorporate not just
traffic network and sparse sensor readings, but allow incorporation of expert
knowledge represented by movement pa erns or heuristics on movement pat-
terns.

� Analysis methods for a novel mobility data type, Episodic Movement Data which
becomes prominent, e.g. by proliferation of Bluetooth tracking, RFID tracking,
location based social networks or billing records. This comprises (1) analysis of
spatial correlations and (2) temporal similarities.

� Integration of presented methods in a software framework adjusted to the re-
quirements from real-world application scenarios. Application of the software
system to real-world scenarios. Deployment of this software system within an
European emergency support system.

We disseminated our contributions in the data mining and machine learning research
field as well as in the operations research field by publishing our research in major re-
search volumes (see Section 1.6).

1.4 Applications

The contributions of this thesis are driven by industrial applications and real-world
scenarios. Thus, the requirements to the quantity estimation methods evolved from
the applications. Additionally, existing acquisition and analysis methods have to be
adopted and novel ones coping with the application requirements have to be found.
The use cases we focused in these projects are Location Evaluation, A ractor Identifica-
tion and Abnormality Detection. The application context is depicted in Figure 1.1. This

Figure 1.1: Three Pedestrian Quantity Estimation Application Scenarios: Location
Evaluation for indoor poster advertisement (image credits: Hendrik Stange), A rac-
tor Identification at the zoo (Duisburg) (image credits: nexuna@Flickr), Abnormality
Detection in a soccer stadium (Nîmes).

section gives an overview of the different use cases and the related scenarios. We
provide more details in Chapter 6.
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1.4.1 Location Evaluation

In the first scenario, the Billboard Location Evaluation Scenario, an analyst is in need of
pedestrian quantities in order to model the ”visit potential” [Körner et al. 2010]. Thus,
the pedestrian quantities are computed based on sensor readings by an expert and the
resulting estimations are handed out to a domain expert in order to estimate visit po-
tential based on the previous model. Thus, the pedestrian quantity estimation system
has one expert user which incorporates input data given by topological data and sensor
readings. Furthermore, since the expert performs this task, he achieved domain ex-
pert knowledge which is included in his estimations. The expert is a domain expert,
and therefore knows how to work with geographical information systems. He uti-
lizes software tools in order to estimate the quantities at unmeasured locations. The
resulting model is visualised by the expert and in the eventual case of in-plausibility
the input data or the software parameters will be adjusted. The resulting model can
be stored in a generic transferable format, which is not just understandable by this
expert user.

1.4.2 Attractor Identification

In the Visitor Monitoring Scenario, the visitors of a zoo are subject to analysis. For
the zoo, the knowledge on the a ractiveness of the compounds and shops is very
interesting. This can be measured either in the quantity of persons or their stay times
at various locations in the zoo. In order to evaluate and plan the signage of the zoo it is
also important to analyse the dependencies within the visitor trajectories. However,
a system for pedestrian quantity estimation is just a small part of the whole mobility
analysis required for visitor monitoring in a zoo. The analysis needs to be possible
without expert knowledge on geographic information systems.

1.4.3 Abnormality Detection

The Event Monitoring Scenario is integrated in an Emergency Support System. This
Emergency Support System (ESS) [ESS 2010] is a software framework (developed by
a European consortium) that supports forces in crisis management. Whenever an
incident happens, the system is rapidly deployable and provides a comprehensive
information system at the command post. In order to deal with different incidents,
the system uses various technologies for data exchange. Data is collected from het-
erogeneous sensors, including video surveillance, chemical probes (gas, water, tem-
perature) as well as geographical positions of the forces (fire fighters and police men)
as well as their vehicles. All sensor readings are integrated in the system. The experts
at the command post (the technical commanders) operate the system and depict the
readings on a map. Furthermore, the locations of the forces are also shown on the
map. Therefore the Emergency Support System enables the decision makers to base
its decision on various incoming data. To assist this process multiple expert systems
are included in the ESS software via standardized interfaces. These are not just focus-
ing on people’s mobility but also on prediction of gas (as well as fire or water) prolif-
eration. We contribute to the system with pedestrian quantity estimation included in
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a historical data analysis module. Thus, based on previously recorded (normal) data
we return spatio-temporal pedestrian quantities to the expert who may use it in order
to understand how people tend to use the provided infrastructure. The analysis of the
recorded data is shown in the applications (Chapter 6) and the requirements posed
by this use case and how to cope with them are explained in Chapter 5.

1.5 Outline

The remainder of the thesis at hand is structured into six proceeding chapters as fol-
lows.

� Chapter 2: Pedestrian Mobility Fundamentals
This chapter discusses the specifics of pedestrian movement, its digital repre-
sentation and models. We describe how motivated individual mobility leads to
pa erns in mobility recordings and present models for their representation. Fur-
thermore, various pedestrian models will be discussed which describe different
aspects of mobility, based on preliminary assumptions.

� Chapter 3: Pedestrian Quantity Estimation Using Movement Pa erns
Utilizing the preliminary work, presented in Chapter 2, this chapter focuses on
pedestrian quantity estimation using movement pa erns. We present the two
contributed complementary regression approaches i.e. Least Squares Regres-
sion (LSR) and Gaussian Process Regression (GPR) to tackle the task with dif-
ferent input data and constraints on movement. We present the validation of the
two contributed approaches as well.

� Chapter 4: Movement Pa ern Analysis based on Bluetooth Tracking Data
In this chapter, we describe how to analyse the correlations (caused by the move-
ment pa erns) in the observation data. Thus, we introduce a recently evolved
tracking technology which records Episodic Movement Data on mobility and de-
scribe methods for analysis of this sparse data.

� Chapter 5: A System for Pedestrian Mobility Analysis
Utilizing the previously presented work, this chapter focuses on the design of
a Pedestrian Monitoring System. According to the requirement analysis we con-
tribute a comprehensive approach: based on Episodic Movement Data we illus-
trate recording technologies for pedestrian mobility. These sensor measure-
ments become input for data analysis that estimates traffic flow for unobserved
locations using regression models. All components, i.e. (1) user interaction, (2)
empirical data recording and (3) data analysis, are combined to our system for
pedestrian mobility analysis. Whereas this section focuses on theoretical aspects
of the system and validates the presented algorithms, the following chapter de-
scribes successful industrial applications.

� Chapter 6: Real World Application Scenarios
This chapter describes the application of the algorithms and methods introduced
in previous chapters to the real world problems. These comprise Location Eval-
uation, A ractor Identification and Abnormality Detection. In detail, the real world
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applications we apply our methods to, are the following real world scenarios:
Billboard Location Evaluation for Swiss train stations, Visitor Monitoring at the zoo
of Duisburg and Event Monitoring during a soccer event at Stade des Costières,
Nîmes (France). Posed questions trigger our method choices. Thus, besides
pedestrian quantity estimation, in this chapter we provide a comprehensive
analysis of the recorded data sets.

� Chapter 7: Summary In this chapter we summarize our contribution and pro-
vide future work suggestions. We summarize the two approaches (LSR and
GPR) and the real-world applications. We present the benefits and the possible
improvements (and extensions) of our approach.

1.6 Publications

The contributions of this thesis have already been published in the following journal,
conference and workshop publications. All papers contain a significant contribution
from the author of this thesis.

� T. Liebig, Z. Xu, M. May and S. Wrobel. PedestrianQuantity Estimationwith Trajec-
tory Pa erns. In Proceedings of the European Conference on Machine Learning
and Principles and Practice of Knowledge Discovery in Databases ECML PKDD
2012, Part II, LNCS 7524, pages 629–643. Springer, 2012

� N. Andrienko, G. Andrienko, H. Stange, T. Liebig and D. Hecker. Visual Analytics
for Understanding Spatial Situations from Episodic Movement Data. KI - Künstliche
Intelligenz, pages 241–251, 2012.

� T. Liebig and Z. Xu. Pedestrian monitoring system for indoor billboard evaluation.
Journal of Applied Operational Research, vol. 4, pages 28–36, 2012.

� T. Liebig, G. Andrienko and N. Andrienko. Methods of Analysis of Episodic Move-
ment Data. In Mobile Tartu, pages 24–25, 2012

� T. Liebig, Z. Xu and M. May. IncorporatingMobility Pa erns in Pedestrian Quantity
Estimation and Sensor Placement. In J. Nin and D. Villatoro, editors, Proceedings
of the First International Workshop on Citizen Sensor Networks CitiSens 2012,
LNAI 7685, pages 67–80. Springer, 2013

� T. Liebig. Trajectory Regression Model for Indoor Pedestrian Flow Analysis on Bill-
board Evaluation. In Proc. of the Third International Conference on Applied Oper-
ation Research - ICAOR’11, pages 289–300. Tadbir Operational Research Group
Ltd., 2011.

� T. Liebig, H. Stange, D. Hecker, M. May, C. Körner and U. Hofmann. A General
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and Shopping, 2010.
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Chapter 2

Pedestrian Mobility

Fundamentals

“While the individual man is an insoluble puzzle, in the aggregate he becomes
a mathematical certainty. You can, for example, never foretell what any one man
will be up to, but you can say with precision what an average number will be up
to. Individuals vary, but percentages remain constant. So says the statistician.”

—Sir Arthur Conan Doyle1
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This chapter discusses the specifics of pedestrian movement, its digital representation
and models. We provide an introduction to spatio-temporal geography and its digital
data representation. Furthermore, we describe how motivated individual mobility
leads to pa erns in mobility recordings and present models for their representation.
Furthermore, various pedestrian models will be discussed which describe different
aspects of mobility based on preliminary assumptions. In next chapters we present
how to monitor and analyse these pa erns and present, validate and apply novel
approaches that incorporate them for quantity estimation.

2.1 Empirical Facts on Pedestrian Mobility

Pedestrians are not homogeneous. Every single person is characterized by its sex, its
age, its height and space requirements as well as its biomechanics and its physiology
[Weidmann 1993]. As an example we reflect briefly the distribution of walking speed.
A literature overview and discussion of existing empirical studies concerning facts
of pedestrian movement is given in [Weidmann 1993]. Thus, the average pedestrian
speed is denoted by 1.34m/s (4.83km/h) which depends on seven influencing factors:

� sex: Male Pedestrian are a bit faster with 1.41m/s than female ones 1.27m/s.

� age: Highest speed is reached with age of 20 years. After reaching 50 years
walking speed gets significantly lower.

� purpose: Workers walk fastest with 1.61m/s, commuters are a bit slower with
1.49m/s. When shopping the pedestrian walk with 1.16m/s and during leisure
time they are slowest with 1.10m/s.

� time: In the morning the speed is highest.

� temperature: The temperature has also impact on pedestrian speed. Whereas
the speed is reduced to 92% of the average at 25 degree Celsius, it reaches 109%
at 0 degree (average speeds measured at 15 degree Celsius [Weidmann 1993]).

� pavement length: No impact of the pavement length was observed in the plane
but on stairways.

� density: The more densely a corridor is crowded, the lower average speeds be-
come.

Whilst these factors have high impact on individual movement, the pedestrian deci-
sions and their behaviour also influence the individual movement. These influences
are subject to the hierarchy of motion [Hoogendoorn et al. 2002]. This hierarchy consists
of three routing levels representing different levels of path planning, see Figure 2.1.
The three tiers have local interactions with each other, marked in the figure by the
black arrows and described below.
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� Strategic Level: In the strategic level the pedestrian chooses its target and the
strategy how to get there. This is the self estimated best route, among a collection
of different alternatives. This can be done based on experience. Examples could
be the global shortest path or the familiar path to a given destination.

� Tactical Level: Short-termsdecisions are made at the tactical level, avoiding jams
or switching to a faster route for instance. Thus, the person chooses the path to
avoid obstacles. Basic rules for motions are defined at the tactical level, these
include accelerating, decelerating, stopping.

� Operational Level: In the operational level, the motion to the next intermediate
point is performed e.g. decision for a movement direction and speed or planning
of the next step.

To sum up, the planning process for pedestrian motion divides into target selection,
path selection and real-time replanning. Thus, dependencies and correlations occur
among the movement of every single person. An aggregation of all people’s move-
ment returns persistent movement habits, therefore mobility pa erns arise. The next
chapter introduces novel methods for traffic quantity estimation that make use of
these mobility pa erns, and in Chapter 6 we show applications of these methods.

Figure 2.1: Hierarchy of motion [Hoogendoorn et al. 2002].

2.1.1 Target Selection

Pedestrian movement is not a random walk, but aims at specific goals. For example,
consider a commuter on his daily path to work. Starting at home he uses the public
train to reach his place of work. In the train station it is more likely for the commuter to
walk towards his desired platform than to walk to another one. He therefore chooses
some routes more likely than others. Whereas predicting this individual behaviour is
an interesting research field, this thesis focuses on analysis and modelling of the total
amount of pedestrians passing locations which is one aspect of pedestrian flow (be-
sides others as density, route choice, flow mixing, etc.). In [Helbing 1997] the selection
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of the movement target is discussed. In case the pedestrian has multiple goals, for an
example during shopping, he needs to walk to one goal after the other. Usually, the
selection and order of the targets aims at a minimization of the total path-length. The
impact of flocking on target selection is presented in [Heliövaara et al. 2011]. There, a
group of people is observed when leaving a room, the participants of the experiment
having the choice between two doors. Surprisingly the decision is not just based on
the path distance but also on the queue length. Furthermore, the persons walking in
the front chose the further exit in order to give more space to the ones behind. The
experiment was carried out with a survey and the participants told that an additional
factor for their exit choice was the starting position within the corridor. All of these
path choices are factors to be considered when tackling the estimation of pedestrian
quantities [Hoogendoorn et al. 2002].

2.1.2 Path Selection

Besides target selection the route choice is important. The hierarchy of motion
[Hoogendoorn et al. 2002] (for convenience depicted in Figure 2.1) describes that the
route choice is performed in the tactical routing level, however [Helbing 1997] states
that the route choice is dynamic and may be replanned in case of unexpected a ractors
(e.g. shop windows). These decisions are also influenced by the operational routing
level [Hoogendoorn et al. 2002]. In literature, most experiments justify the assumption
that most of the people prefer the quickest path [Borgers & Timmermans 1986,Guo &
Huang 2011,Hoogendoorn et al. 2002]. The movement is planned with intermediate
targets, claimed by [Helbing 1997,Hoogendoorn et al. 2002]. Also in [Helbing 1997]
is claimed that the pedestrians prefer eye-catching locations as intermediate targets.
However, in case of rain, or slippery ground, the pedestrians are more likely to accept
detours [Helbing 1997]. Recent work [Kemloh Wagoum & Seyfried 2011] focusses on
simulation of evacuation with dynamic route choice. In case of train stations a laser
beam experiment proofed the shortest path assumption for this particular scenario [Li
et al. 2008]. In their study about 2,500 traces of train station visitors were analysed. We
utilize this justification to model pedestrian quantities of train station visitors in Chap-
ter 6. However, for persons performing leisure activities, e.g., tourists or zoo visitors,
these assumptions do not hold in general [Kre 2009,Helbing 1997]. In Chapter 4 we
describe how Bluetooth tracking (Section 2.3.4.2) captures movement behaviour even
in these scenarios. And in Chapter 6 we present successful real-world application us-
ing movement pa erns and Bluetooth tracking at a soccer stadium in Nîmes and the
zoological garden of Duisburg.

2.1.3 Group Movement

Usually the distance between the pedestrians depends on the density of the peo-
ple [Helbing 1997]. But often pedestrians walk in groups of two, three or four per-
sons [Peters & Ennis 2009]. In these groups, the distance among the persons is lower
than the average pedestrian distance (i.e., interpersonal space). The video surveil-
lance study performed in [Peters & Ennis 2009] also analyses typical formations of the
group. The results of this study reveal that people in a group do not walk shoulder
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to shoulder but adopt a staggered formation. In result, the frontal aspect of the group
can be dynamically changed without dropping group members from the others’ in-
terpersonal space. Even without any obstacles and other constraints, the distance
among the group members does not remain constant. Thus, the shape of the group
changes and complex movement intersections among multiple groups arise [Peters &
Ennis 2009].

2.1.4 Collective Behaviour

In pathways with pedestrians walking in opposite directions, the different movement
streams separate themselves. The higher the pedestrian density gets, the more these
streams grow, till just two remain [Helbing 1997]. Thus, the loss of efficiency (loss
of maximum traffic frequency) in a pedestrian environment due to two-way traffic
is of about 4% (in case of equal frequencies). Often, narrow pathways are passed in
alternating direction by throngs. The frequency for the oscillation of the movement
direction increases by the width of the corridor and the length of the pathway [Hel-
bing 1997].

Another collective behaviour is the creation of dirt tracks. This phenomenon is
studied in [Helbing 1997]. The creation of dirt tracks results from the avoidance of
pedestrians of uneven ground and the preference to walkable areas. These traffic
systems possess characteristic properties [Helbing 1997]. In case three paths meet at a
junction, the intersection is not rectlineal but the paths turn into each other smoothly.
In contrast, intersections of four paths are often the crossing of two pathways and the
rectlineal extent is preserved. Moreover, dirt tracks with a high traffic frequency are
wider than less popular ones. In case a dirt track becomes un-walkable, a novel one
emerges parallel to the existing one.

In conclusion, target selection, path selection, group movement and collective behaviour
are all empirical facts on pedestrian movement, studied in the literature, which influ-
ence people’s motion [Hoogendoorn et al. 2002]. Therefore the quantity estimation
methods as well as its incorporated expert knowledge should also reflect these facts.

2.2 Spatio-Temporal Geography

Whereas previous section described the specifics of pedestrian movement, this section
addresses the necessary aspects for analysis of pedestrian movement. Thus, spatio-
temporal reference systems are defined. Afterwards, database management systems
for storage of this data are introduced, focussing on different aspects of spatial data.
Integration of the data in software systems and mapping tools is commonly done via
Open Geographic Consortium protocols which is a communication standard for spatial
components. Finally, Episodic Movement Data and methods for its analysis are pre-
sented. Next sections tackle the monitoring of pedestrian movement and the state-of-
the-art pedestrian mobility models.
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2.2.1 Time Geography

In [Minkowski 1908] the fundamental relation between space and time is formulated.
Whereas space was before considered as a three-dimensional homogeneous and iso-
tropic extent, defined by Newton in [Newton et al. 1803], Minkowski firstly intro-
duces a four-dimensional extrapolation of the prior three-dimensional one. He com-
bines time t with the previously introduced spatial extent X = (x, y, z) (or X = (x, y)

for two dimensional coordinate systems) by introducing ict as additional dimension,
with (i2 = −1 and c is the maximal speed of light). Thus the sphere that a light-flash
creates in space x2 + y2 + z2 = r2 becomes in four dimensions:

x2 + y2 + z2 = r2 = c2t2

x2 + y2 + z2 + (ict)2 = 0, i2 = −1 . (2.1)

In four dimensions, this equation describes a cone, depicted in Figure 2.2. Hence

Figure 2.2: Light Cone in Minkowski Space-Time (image credits: [Wikimedia Com-
mons ]).

it is called the light-cone. The coordinates in this Minkowski space (x, y, z, ict)

are called Minkowski Coordinates whereas (x, y, z, ct) are called Galilei Coordinates
[Schmu er 1989]. Having the reasonable assumption, that light-speed is the limit for
all speeds, a point at (x, y, z, ict)may not be affected by anything except the lower half
cone, therefore called past. The upper half cone describes its future [Schmu er 1989],
compare Figure 2.2. This close relation among space and time is also expressed in the
definition of the spatial unit length meter [m].

Definition 1 (meter) A meter [m] is the distance light passes in 1/299.792.458 seconds in
vacuum [National Institute of Standards and Technology 2008].

Note that this definition implies that the speed of light c is given by 299.792.458m/s.
Whilst this space still possesses the Euclidian geometry, which describes a rectlineal
space, later the curvlineal Riemann geometry was considered which allows explana-
tion of gravity effects.
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However, for this work, the gravity effects and relativistic influences of mass ob-
jects are not relevant. Therefore the four-dimensional space-time with rectlineal Eu-
clidian geometry is sufficient for pedestrian modelling. Whereas physicists apply
this model since 1908, in 1970 the space-time was firstly incorporated in geography
[Hägerstrand 1970] using the termTime-Geography to visualize and analyse the motion
of pedestrians. Thus the spatial coordinate system, in geography often represented
by x, y due to the two-dimensionality of maps, is extended by time t as a third dimen-
sion. This results in a continuous three-dimensional line-visualization of individual
movement. In physics it is common to call this line a trajectory [Schmu er 1989]. Intro-
ducing a maximal speed for the motion of people (similarly to the maximum speed of
light above) the transition possibilities among two points in (x1, y1, t1) and (x2, y2, t2)

results in a so called space-time prism [Lenntorp 1976]. This is a volume in space-time
which is formed by the intersection of the future of point (x1, y1, t1) and the past of
(x2, y2, t2), compare Figure 2.3. When projecting this prism to the x, y plane it defines
the possible path area.

Figure 2.3: Example of space-time prism representation of movement among two
places in space-time. The red lines mark that the person spends some time at the
left building and later on stays in the right building. The transition in between the
two spatio-temporal locations is bounded by the space-time prism in the upper part
of the picture.

A trajectory of a moving point, which represents its positions in space-time, can
then be defined as:
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Definition 2 (Trajectory) A set of space-time points (x, y, z, t) is called trajectory S (or
world-line) of a moving object, if for every contained time-stamp t, exactly one spatial point
(x, y, z) is contained in S (uniqueness) and temporally subsequent points are contained in
their light-cones (continuity). [Minkowski 1909]

Thus, in a trajectory the spatial component X can be regarded as a function of time
X = f(t). In contrast to a moving point, the trajectory of a mass object is constrained
by physical properties, e.g. inertia, impulse, spin and gravity. This results in stronger
constraints for the continuity of trajectories. It can be expected to be smooth, i.e., f(t)
is continuously differentiable ∂f(t)/∂t. Recent work on kinetic space-time prisms
[Kuijpers et al. 2011] incorporates the physical behaviour of mass objects.

Time is a continuous and linear extent with unit of a second [s]. Possible spatial
reference systems for the spatial component of the space-time points are so-called geo-
reference systems, e.g. WGS 84 [National Imagery and Mapping Agency 2000] which
locates any point on earth by its ellipsoidical coordinate triple longitude, latitude and
altitude. As WGS 84 became part of Open Geographic Consortium specifications,
this geo-reference system is widely used. Another often used Cartesian coordinate
system is given by the map itself, having the x and y axis perpendicular in the plane
of the map image (and eventually the third z axis pointing orthogonal from the map
surface).

2.2.2 Digital Data Representation

Automatic processing of trajectories and analysis of movement requires digital data
storage. Two possibilities for digital storage of spatial data evolved: (1) grid and (2)
vector representation. Grid representation aggregates spaces and straight contours
are approximated by tessellations (see Figure 2.4), whereas vector representation pre-
serves the spatial contours (see Figure 2.5). Vectorized data needs less memory and
it allows easy integration of additional dimensions. In raster space this would imply
transition from pixel to voxel-space. Furthermore, vector models provide easy map-
ping of data between various geographic coordinate systems with different range or
precision. Primitive spatial vector object types are point, line, area, network, text and
their compound [Bartelme 1995] shown in Figure 2.5. For the exchange and storage
of spatio-temporal data the Open Geographic Consortium defined open file format
standards, protocols and interfaces. Most popular ones are the Keyhole Markup Lan-
guage (KML) which is an XML notation for description of spatial vector objects in
WGS 84 [National Imagery and Mapping Agency 2000], or Geographic Markup Lan-
guage (GML) which is mostly similar to KML but can describe arbitrary dimensions.
The interfaces and their associated protocols define the connections among software
modules or devices. For example, the transmission of sensor readings that are lo-
cated at a specific location should adhere the Sensor Observation Service Protocol (SOS),
whereas the transmission of map information from a server to a map-service could
be either done in vector format (using the Web Feature Service protocol) or in raster
format (following the Web Map Service protocol). The creation of these open com-
munication standards led to a modularization of previously proprietary (closed) ge-
ographical information systems.
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Figure 2.4: Tessellated Spatial Objects (image credits [Liebig 2007]).

2.2.3 Spatial Database Management Systems

These spatial primitives can be stored digitally in relational database management
systems (e.g., using the PostgreSQL spatial extension or the proprietary Oracle Spatial
data types), where every primitive is associated with a nested table that stores its spa-
tial extent. However, this representation does not reflect the temporal aspects of time

Figure 2.5: Spatial Vector Objects [Bartelme 1995] (image credits [Liebig 2007]).

geography. Thus, [Güting & Schneider 2005] introduced moving object databases. In
this database system the conventional data types (integer, boolean, etc.) are extended
by a time component. This describes the so-called moving integer, moving boolean, etc.
Moreover, novel types are introduced, related to the vector geometry data types (e.g.
point andmoving point). While the conventional numeric or boolean types may change
their value as a function of time in moving object databases, the a ributes of spatial
data (i.e. size, shape, orientation and existence) can also depend on time. The group of
spatio-temporal operators like intersection or unification and these moving data types
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are carefully defined to form an algebra on spatio-temporal objects. Therefore, all
spatio-temporal computations can be described within the type system. A trajectory
can be stored using a moving point data type. Further improvements of this approach
were made by [Costa et al. 2007], who transformed this formalization into an exten-
sion for the functional programming language Haskell by creating TerraHs. This
allows the seamless combination of the spatio-temporal algebra with algebra from
other domains. Similar to the online analytical processing of database systems [Codd
et al. 1993], Trajectory Data Warehouses [Marketos et al. 2008,Orlando et al. 2007] sup-
port an analyst to handle massive trajectory datasets. Therefore, trajectories are ag-
gregated in the database according to the query and the results are subject for visual
or analytical inspection [Leonardi et al. 2009].

2.2.4 Episodic Movement Data

The popularity of cellular phones and advances in information and sensor technolo-
gies lead the way towards new location recording techniques and thus new types of
movement data. Episodic Movement Data [Andrienko et al. 2012] refers to data about
spatial positions of moving objects where the time intervals between the measure-
ments may be quite large and therefore the intermediate positions cannot be reliably
reconstructed by means of interpolation, map matching, or other methods. Though
trajectories are continuous in space-time, recordings often make some discretization
either in space or time. Such Episodic Movement Data can also be called temporally
sparse; however, this term is not very accurate since the temporal resolution of the
data may greatly vary and occasionally be quite fine. There are multiple ways of data
collection producing episodic movement data [Andrienko et al. 2012]:

� Location based: Positions of objects are recorded only when they come into the
range of static sensors. The temporal resolution of the collected data depends
on the coverage and density of the spatial distribution of the sensors. Possi-
ble recording technologies are cell based tracking methods, e.g., WLAN, GSM,
Bluetooth. We refer in the next sections mostly to Bluetooth.

� Activity based: Positions of objects are recorded only at the times when they
perform certain activities, for example, call by mobile phones, pay by credit
cards or send posts to a community website.

� Device based: Positions are measured and recorded by mobile devices a ached
to the objects but this cannot be done sufficiently frequently, for example, due
to the limited ba ery lives of the devices i.e. when tracking movements of wild
animals.

Irrespective of the collection method we can identify three types of uncertainty (Fig-
ure 2.6). Firstly, the common type of uncertainty in any episodic movement data is
the lack of information about the spatial positions of the objects between the recorded
positions (continuity), which is caused by large time intervals between the recordings
and by missed recordings. Secondly, a frequently occurring type of uncertainty is the
imprecision of the recorded positions (accuracy). Thus, a sensor may detect an object
within its range but may not be able to determine the exact coordinates of the object.
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Figure 2.6: Three Common Uncertainties in Episodic Movement Data: orange arrow
represents the uncertainty of the movement among two data points (continuity), blue
cloud represents the uncertainty on (accuracy) and grey dots depict uncertainties on
coverage.

For a mobile phone call, the localization precision may be the range of a certain an-
tenna but not an exact point in space. Due to these uncertainties, episodic movement
data cannot be represented as continuous trajectories, i.e., lines in the spatio-temporal
continuum where known (measured) positions are linked by straight or curved seg-
ments. Third, the number of recorded objects (coverage) may also be uncertain due
to the usage of a service or due to the utilized sensor technology. For example, one
individual may carry two or more devices with Bluetooth transceivers, which will
be registered by Bluetooth sensors as independent objects. On the other hand, the
sensors only capture devices with activated Bluetooth services. The activation sta-
tus may change while a device carrier moves from one sensor to another. Many of
the existing visual and data mining methods designed for dealing with movement
data are explicitly or implicitly based on the assumption of continuous object move-
ment between the measured positions and are therefore not suitable for episodic data.
Interpolation is obviously involved in visual representation of trajectories by contin-
uous lines but it is also implicitly involved in computation of movement speeds, di-
rections, and other a ributes characterising the movement (these computations also
assume that the positions are precise). The same holds for summarisation of move-
ment data in the form of density or vector fields. Mining methods for finding pa erns
of relative or collective movement of two or more objects (e.g. meeting or flocking)
also require fine-resolution data [Hai et al. 2012]. Since many of the existing methods
are not applicable to episodic movement data, there is a need in finding suitable ap-
proaches to analysing this kind of data. Due to the uncertainties, episodic data are
usually not suitable for studying the movement behaviours of individual objects. In
order to overcome these shortcomings, we suggest (in [Andrienko et al. 2012,Stange
et al. 2011,Liebig et al. 2012a,Liebig et al. 2013]) aggregation of many individual tracks
to compensate for missing data and uncertainties in the spatial and temporal cover-
age.
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By example of episodic movement data, this work motivates the utilisation of vi-
sual and computational methods to analyse complex data [Liebig et al. 2012a]. Visual
analytics strives at multiplying the analytical power of both human and computer by
finding effective ways to combine interactive visual techniques with algorithms for
computational data analysis [Keim et al. 2008]. The key role of the visual techniques
is to enable and promote human understanding of the data. Particularly, visual ana-
lytics can help in understanding the data for data mining tasks, such as distributions,
features, clusters or pa erns. Visual analytics approaches are applied to data and
problems for which there are (yet) no purely automatic methods to deal with [An-
drienko & Andrienko 2012]. By enabling human understanding, reasoning, and use
of prior knowledge and experiences, visual analytics can help the analyst to find suit-
able ways for data analysis and problem solving, which, possibly, can later be fully
or partly automated. Thus, visual analytics can drive the development and adaption
of learning and mining algorithms. In the next section, we describe aggregation of
episodic movement data and its visualization based on visits and flows.

2.2.4.1 Spatio-temporal aggregation

Episodic movement data consists of records including the following components: ob-
ject identifier ok, spatial position pi, time t, and, possibly, other a ributes. The spatial
position may be specified directly by spatial (geographic) coordinates p = (x, y) or
p = (x, y, z) or by referring to a sensor or location having a fixed position and dimen-
sion in space. A chronologically ordered sequence of positions of one moving object
can be regarded as an abstract trajectorywhich is spatially and temporally discontinu-
ous. For temporal aggregation of the data, time is divided into intervals. Depending
on the application and analysis goals, the analyst may consider time as a line (i.e. lin-
early ordered set of moments) or as a cycle, e.g., daily, weekly, or yearly. Accordingly,
the time intervals are defined on the line or within the chosen cycle. For spatial ag-
gregation, it is necessary to define a finite set of places visited by the moving objects.
Two different cases need to be distinguished:

� (1) The object positions in the data are limited to a finite set of predefined posi-
tions, such as positions of sensors or cells of a mobile phone network.

� (2) The object positions in the data are arbitrary. This is the case when the posi-
tions are received from mobile devices worn by the persons (i.e., mobile objects)
and capable of measuring absolute spatial positions, such as GPS devices.

In the first case, the different positions from the data can be directly used as places
for the aggregation. In the second case, spatial tessellation may give the required
set of places (space compartments) for the aggregation. To successfully analyse the
movement recordings at a higher spatial scale, the analyst may group neighbour-
ing positions and define places as convex hulls or spatial buffers or Voronoi poly-
gons [Voronoï 1908] around the groups. However, arbitrary divisions, such as reg-
ular grids, do not reflect the spatial distribution of the data. It is more appropriate
to define space compartments so that they enclose existing spatial clusters of points.
However, these clusters may have very different sizes and shapes, which has two dis-
advantages. First, it is computationally hard to automatically divide a territory into
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arbitrarily shaped areas enclosing clusters. Second, the areas would differ much in
their sizes, and the respective aggregates would be incomparable. Therefore, [An-
drienko & Andrienko 2011] suggests a method that divides a territory into convex
polygons of approximately equal sizes on the basis of point distribution. The method
finds spatial clusters of points that can be enclosed by circles with a user-chosen ra-
dius. A concentration of points having a larger size and/or complex shape will be di-
vided into several clusters. Next, a Voronoi tessellation [Dirichlet 1850,Voronoï 1908]
is performed using these centroids of the clusters. The centroids are the points with
the minimal average distance to the cluster members. They are usually located inside
concentrations of points.

On the basis of a defined set of discrete places P , each trajectory To of a moving
object o is represented by a sequence of visits v1, v2, . . . , vn of places from P . We adopt
the definition from [Körner et al. 2010] as follows:

Definition 3 (Visit) A visit vi ∈ Tok is a tuple < ok, pi, tstart, tend >, where ok is the
moving object, pi ∈ P is a discrete place, tstart is the starting time of the visit, and tend is the
ending time, with:

� tstart ≤ tend ,

� ∀t ∈ [tstart, tend] : Tok(t) ∈ pi ,

� Tok(tstart − ε) /∈ pi ∧ Tok(tend + ε) /∈ pi .

Complementary to this, each trajectory is also represented by a sequence of moves
m1,m2, . . . ,mn−1 where each move mi is defined in this thesis as follows.

Definition 4 (Move) A move mi is a tuple < ok, pi, pi+1, t0, tfin > describing the
transition of a moving object ok from visit vi =< ok, pi, t1, t0 > to visit vi+1 =<

ok, pi+1, tfin, t2 >, with:

� t0 < tfin ,

� pi ∩ pi+1 = ∅ .

Here t0 is the time moment when the move began (it equals tend of the visit vi of
the place pi) and tfin is the time moment when the move finished (it equals tstart of
the visit vi+1 of the place pi+1). It should be borne in mind that consecutively vis-
ited places pi and pi+1 in a discontinuous trajectory are not necessarily neighbours
in space. Having a dual representation of trajectories, as sequences of visits and as
sequences of moves, the data can be aggregated in two complementary ways [An-
drienko et al. 2012]. First, for each place pi and time interval ∆t, the visits of this
place from the interval are aggregated, i.e., the tuples < ok, pi, tstart, tend > where
∀t : tstart ≤ t ≤ tend and t ∈ ∆t. The count of the visits and the count of different
visitors (ok) are computed. If the original data records include additional a ributes,
various statistics of these a ributes can also be computed, such as minimum, maxi-
mum, average, median, etc. Hence, each place is characterized by two or more time
series of aggregate values: counts of visits, counts of visitors, and, possibly, additional
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statistics of the time intervals. The second way of aggregation is applied to links, i.e.,
pairs of places < pi, pj > such that there is at least one move from pi to pj . For each
link < pi, pj > and time interval ∆t, the moves from pi to pj from this interval are
aggregated, i.e., the tuples < ok, pi, pj , t0, tfin > where tfin ∈ ∆t (which means that
only the moves that finished within the interval ∆t are included). The count of the
moves and the count of different objects that moved (ok) are computed. If the orig-
inal data include additional a ributes, it is also possible to compute changes of the
a ribute values from t0 to tfin and then aggregate the changes by computing various
statistics. Hence, each link is characterized by two or more time series of aggregate
values: counts of moves, counts of moving objects, and, possibly, additional statistics of
changes by the time intervals. Moreover, the counts can be defined for undirected
movements NMu, this comprises movement among locations pi and pj or vice versa.
We are going to apply this undirected counts of flows in Chapter 3 and consecutive chap-
ters of real-world applications. These two ways of aggregation support two classes
of analysis tasks:

� Investigation of the presence of moving objects in different places and the tem-
poral variation of the presence. The presence is expressed by the counts of visits
and visitors in the places.

� Investigation of the flows (aggregate movements) of objects among different
places and the temporal variation of the flows. The flows are represented by the
counts of moves and moving objects for the links. These aggregate a ributes are
often referred to as flow magnitudes.

In both classes of tasks, the aggregated data can be viewed in two ways. Obviously,
the data can be viewed as (1) time series associated with the places or links. The
analyst can investigate the individual time series or groups of time series (e.g., clusters
of similar time series) using existing methods for time series analysis. On the other
hand, the data can be viewed as (2) a sequence of spatial situations associated with
the time intervals.

A spatial situation is the distribution of the object presence or flows over the whole
territory during a time interval. The different views on aggregated movement data
are illustrated by maps in Figure 2.7. In Figure 2.7A and 2.7B, time series of aggre-
gate values associated with two selected places (A) and with a selected link between
two places (B) are represented by polygons where the horizontal dimension repre-
sents time and the height is proportional to the values in different time intervals. The
places themselves are represented by ellipses and the link by a special symbol (further
referred to as flow symbol) looking as a half of an arrow and pointing in the direc-
tion of the movement. Such half-arrow symbols are used to be able to represent flows
between two places in two opposite directions. In Figure 2.7C and 2.7D, spatial situa-
tions in a selected time interval in terms of presence (C) and flows (D) are shown. The
presence is shown by proportional heights of the bars drawn in the places and the flow
magnitudes by proportional widths of the flow symbols. A map where aggregated
movement is shown by flow symbols is called flow map [Kraak & Ormeling 2003]. It
should be considered that by convention flow symbols (e.g. arrows) represent only
counts of items or amounts of goods moving between some places but not the routes of
the movement. In Figure 2.7D there are many intersections among the flow symbols,
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Figure 2.7: Views on Aggregated Episodic Movement Data: time series and spatial
situations of presence and flows [Andrienko et al. 2012].

which clu er the display. This is a consequence of the discontinuity of the original
trajectories, where consecutive recorded positions may be quite distant in space. For
the brevity sake, we shall call spatial situations in terms of presence as presence sit-
uations and spatial situations in terms of flows as flow situations (and undirected flow
situations derived from undirected flow counts).

2.3 Pedestrian Quantity Monitoring

Pedestrian monitoring provides the empirical data for pedestrian mobility analyses.
Three major classes of traffic aspects are distinguished in our work and each provides
different sensor technologies.

� Microscopic monitoring technologies return detailed individual movement
data. These microscopic traffic aspects include trajectories and its a ributes
speed or movement direction. Possible sensor technologies include video
surveillance systems or global satellite positioning systems (GPS).

� Macroscopic monitoring technologies do not measure values on individual
movement but on groups. Examples for macroscopic values are quantity, den-
sity or average number of direction changes. Possible sensor technologies are
manual quantity counting or Bluetooth tracking.

� Infrastructural traffic aspects give insights on usage of the provided infrastruc-
ture. Possible sensors are light switches, elevators and similar electronically
equipped infrastructural elements.

The pedestrian quantities, which are the values focussed in this thesis, belong to the
class of macroscopic values and thus macroscopic monitoring technologies are suffi-
cient for our task. Depending on the application context, the pedestrian quantity is
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either the number counts of visits, or the number of persons moving from one loca-
tion to another during the considered time interval counts of flows (see previous sec-
tion). Mostly, we refer to pedestrian quantity as the number of flows among two places.
However, in the chapter on application scenarios (Chapter 6) we illustrate that with
strong constraints our proposed methods may also be applied to counts of visits. In the
following sections state-of-the-art technologies for quantity recording are presented.
The presented methods include video surveillance,manual counting and radio frequency
based methods such as Global Positioning System and Bluetooth tracking.

2.3.1 Video Surveillance

Naturally, observation of pedestrian mobility is a task for computer vision and us-
ing video surveillance seems to be a perfect method for empirical data collection at
the first sight [Masoud et al. 2001]. Thus, methods are developed to extract trajecto-
ries [Fuentes & Velastin 2001] and the flow counts [Bertozzi et al. 2004] from video
observations. Based on visual features (e.g. contour, texture or colour) [Seitner &
Hanbury 2006] pedestrians are identified and recognized in a camera image (frame).
In the continuous video stream the pedestrians need to be re-identified on every single
frame. Major problems for video surveillance technology are:

� dependency on surrounding light,

� low image fidelity for far objects,

� occlusions by other objects, for example other pedestrians, trucks, or static ob-
jects.

Nevertheless, video surveillance systems perform well under controlled influences
[Bertozzi et al. 2004]. Therefore, the camera systems often need to be mounted above
the pedestrian stream. However, for industrial application in public space the need
for special scaffoldings to carry the cameras are a main drawback, since often existing
infrastructure may not be changed.

2.3.2 3D Laser Scans

Besides the classical video surveillance systems, 3D Laser scanner provide a data
source for pedestrian tracking and pedestrian counting. Instead of colours, the pixels
in a 3D Laser scan hold information of the distance between the camera and its sur-
roundings. For example, the velodyne sensor sends omnidirectional laser rays and
thus it stores the distances in a 3D image. An example of velodyne dataset, contain-
ing ground truth on pedestrian‘s movement is given in [Spinello et al. 2010, Spinello
et al. 2011]. We depict a snapshot of this dataset in Figure 2.8. In literature numer-
ous works tackled the task of pedestrian tracking, either in case of static [Teichman &
Thrun 2012] or moving [Schulz et al. 2003] laser scanners. A combination with video
surveillance is presented in [Kräußling et al. 2008]. However, the sensors are still very
expensive and therefore not yet widely used.
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Figure 2.8: Annotated people and tracks in 3D Velodyne data [Spinello et al. 2011].

2.3.3 Manual Traffic Counting

Another method that overcomes the limitations of video surveillance is counting the
number of pedestrian manually.

Figure 2.9: Smartphone application for manual pedestrian quantity monitoring.

In order to assist manual counting of flows and to simplify post-processing of mea-
surements, we developed a smart phone application (Figure 2.9) which records clicks
of the surveying person - each click represents the number of pedestrians passing by
in a specified direction - along with its time-stamp. This enables an easy storage of the
data in a database management system. Thus, the count of how many people passed
at which time in which direction is collected (flow counts). To decrease the influence
of the day of week on the measurements, the measurements can be repeated at three
different days. As the number of “sensors” is limited, the locations need to be chosen
carefully. In an early prototype, we encountered the problem of mixed directions;
therefore we added visual hints to the smartphone application as well as to the map.
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To distinguish directions, the colours red and green are used in our application. One
major drawback of manual pedestrian counts is that they require lots of repetition
and post-processing in order to be representative and accurate. For example, to be
able to compare the empirical raw data of pedestrians at measurement locations, e.g.
an average number of pedestrians for a complete week, post-processing is necessary:
after merging the measurements, frequencies are weighted and aggregated according
to the time interval and day when they were taken. As a result, every measured loca-
tion has associated with it a number of passing pedestrians (flow counts) that may be
compared against any other location. This is important for ranking locations within
the closed environment. However, due to noisy input the manual pedestrian quan-
tity counts tend to contain contradictions (i.e. there are more measurements of people
who leave a junction than who enter it). The quantity estimation method we present
in Chapter 3 resolves these automatically.

2.3.4 Radio Frequency Localization Techniques

In the last years, numerous radio frequency based tracking technologies have
emerged. These technologies utilize one of the five possible methods [Fuller 2009]:

� Proximity is a cell based technology. Whenever a tracked device is close enough
to a sensor to establish radio frequency communication (this is also called as
entrance to the sensor’s footprint) the location of the tracked device is mapped
to this particular cell. Usage of multiple sensors offers the possibility to track
movement.

� Direction Finding (DF) utilize rotatable sensor areas and utilize the proximity
approach for a rotating sensor. Whenever a tracked device comes into the sensor
area, the direction of its finding is known and position can be estimated by use
of multiple sensors.

� Angle Of Arrival (AOA) computes the angle between the sensor and the device.
The precision of (AOA) decreases with increasing distance due to the increasing
influence of dispersion of the radio waves and their echo. AOA requires a free
line of sight between the sensor and tracked device. Utilization of two sensors
or more allows positioning of the tracked device by angulation methods (see
[Fuller 2009]).

� Timing and Phase of Arrival (TOA, POA) computes the time difference the sig-
nal needs to traverse the distance between the sensor and tracked device. In case
of multiple sensors, the device can compute distances to these sensors using a
trilateration algorithm (see [Fuller 2009]). Larger distances improve precision of
this localization technology. Time Of Arrival requires a precise synchronisation
of the involved devices.

� Radio Signal Strength (RSS) utilizes the dependency among signal strength
and distance. In theory, there exists an inverse proportional relation among
these two values, i.e., the higher the distance the lower the signal strength. RSS
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localization is easy to realise, no additional processing of received values is re-
quired (as it is for AOA and TOA). Similar to TOA, the position can be computed
by trilateration algorithms.

� Doppler uses both signal strengths from the tracked device to the sensor and as
well the way back from the sensor to the tracked device. The signal, which is
sent from the tracked device, is compared to the one sent by the sensor. Thus,
the impact of disturbances is reduced. The technology requires access to the
data at the sensor and the tracked device.

Next, we describe two popular radio frequency tracking technologies. The first is
called Global Positioning System (GPS) and utilizes POA (phase of arrival - described
above) but depends on the line of sight. The second one, Bluetooth tracking, provides
different methods (Proximity, DF, RSS) and receives increasing a ention in mixed
indoor/outdoor scenarios.

2.3.4.1 Global Positioning System

The Global Positioning System (GPS) was launched already in 1973 by the department
of defense of the Unites States [National Academy of Engineering 2012]. Five years
later the first NAVSTAR GPS satellite was sent to outer space. The system was ready
for military use in 1988. In 1995, the GPS consisting of 24 satellites was also opened
for civil usage. Nowadays, the system consists of 30 satellites cycling around the
earth in six orbits. Per orbit there are four active satellites and one for redundancy, to
compensate malfunctions. The altitude of the satellites is approximately 20,000 km.
Every satellite rotates around the earth in 11 hours and 58 minutes. Given this satellite
distribution, it is ensured that at every location on the surface of the earth at least four
satellites are visible. International counterparts to Global Navigation Satellite Systems
(GNSS) are for example [National Academy of Engineering 2012] GLONASS, Galileo,
Compass/Beidou.

The system utilizes Phase of Arrival technologies (POA) [Fuller 2009]. The Global
Positioning System depends on a free line of sight to the satellites. Thus, it is neg-
atively influenced by reflections on building surfaces, refractions on trees, weather
conditions (heavy snow) and by buildings. Due to the bad performance within build-
ings [Dedes & Dempster 2005] reliable indoor or combined indoor/outdoor scenarios
are required to utilize other observation methods.

Thus, stationary placed Bluetooth scanners receive increasing a ention in mobility
monitoring. Next section introduces this technology.

2.3.4.2 Bluetooth Scanners

In GPS-less environments novel technologies are required for recording pedestrian
mobility. Traditional approaches are surveys and video surveillance. Both are rela-
tively expensive and difficult to realize. Surveys need to draw a representative sample
of the pedestrians both in space and time. Video surveillance systems require addi-
tional scaffoldings that need to be integrated in existing architectures. Furthermore,
quality of the video surveillances does depend on weather and light conditions.
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Figure 2.10: Bluetooth monitoring of pedestrian mobility. The blue circle represents
the sensor’s footprint.

The need for further robust passive localization technologies pushed the devel-
opment of sensors that are capable to monitor people’s movement. First choice is
to track most popular digital gadgets: mobile phones and intercoms. Analysis of
mobile network GSM (Global System for Mobile Communications) log files causes
strong privacy objections [Gianno i & Pedreschi 2008]. Besides, Bluetooth technol-
ogy is an emerging technology for monitoring tasks [Fuller 2009, Bruno & Delmas-
tro 2003, Kolodziej & Hjelm 2006]. Recently evolved Bluetooth based mobility sen-
sors have been used for event monitoring at a soccer match in France [Liebig & Kem-
loh Wagoum 2012] and a car race [Stange et al. 2011]. In these applications, a mesh
of Bluetooth sensors has been placed at carefully selected indoor as well as outdoor
locations. The work in [Liebig & Kemloh Wagoum 2012] extracts the route choices of
the visitors and hands them to an agent based pedestrian microsimulation in order to
extract microscopic movement values (compare Section 4.3.1).

The Bluetooth sensors (also scanners, transceivers or beacons) throughout this the-
sis are inspired by [Bruno & Delmastro 2003] and are assembled using a microcom-
puter and the three USB Bluetooth antennas. A Linux based software activates the
antennas’ inquiry mode and logs the (hashed [National Institute of Standards and
Technology 2002]) MAC addresses of the detected devices2. Thus, the scan interval
of approximately 10.24s [Woodings et al. 2001, Bruno & Delmastro 2003] is (theoret-
ically) reduced to its third. This time span is required for frequency hopping and
device discovery [Bluetooth SIG 2004]. However, in practice the antennas are not
synchronous and data points are not recorded with a constant frequency. This prob-
lem was already addressed in the section on episodic movement data (Section 2.2.4).
The recorded data log entries consists of:

[time stamp], [sensor ID], [sha256(MAC)], [signal strength] .

Two different antenna types which are used have a range of either 20m or 100m. Nev-
2A similar software for Bluetooth Tracking is published by the University of Ghent at

h ps://github.com/Rulus/Gyrid with GPL licence, last accessed 06/30/2012
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ertheless, since the inquiry mode requires communication in both directions (from the
sensor to the mobile device and vice versa) [Bluetooth SIG 2004] it not only depends
on the sensor’s antennas but also on the antenna in the mobile device (and its config-
uration). Thus, lower sensor ranges of about 20m occur. The recorded unique MAC
addresses of the Bluetooth antennas of the mobile devices consist of six bytes. Three
of them depend on the vendor [IEEE 2002] and provide valuable information for the
analysis of collected data.

In [Andrienko et al. 2012] and previous Section 2.2.4 we addressed the formaliza-
tion of recorded data. There, similarities to other episodic movement data are pre-
sented as well as methods for their aggregation and visual representation.

Besides event monitoring, also other successful indoor applications of Bluetooth
scanners are described in literature. In [Pels et al. 2005] various scanners were placed
at Dutch train stations to record transit travelers. Accurate locating and following
of objects within complex facilities is as well an important research topic [Hallberg
et al. 2003]. So far Bluetooth tracking is used to monitor a sample of visitors [Liebig &
Kemloh Wagoum 2012, Andrienko et al. 2012, Hallberg et al. 2003] and extract their
route choices [Liebig & Kemloh Wagoum 2012, Utsch & Liebig 2012]. The work
presented in [Hagemann & Weinzerl 2008] uses Bluetooth tracking to track people
among a public transportation network, whereas [Leitinger et al. 2010] gives a general
overview on possibilities using Bluetooth tracking technology. In few works time-
geography and movement pa erns are addressed as well [Stange et al. 2011].

In this thesis we apply Bluetooth tracking for data acquisition in an indoor and a
mixed indoor/outdoor closed environment and present novel methods for analysis of
Bluetooth tracking data, see Chapters 4 and 6.

2.4 Pedestrian Mobility Models

Many approaches for modelling pedestrian mobility are described in literature. Sim-
ilar to monitoring technologies, these approaches distinguish between microscopic
and macroscopic aspects of mobility. Whereas microscopic models describe individ-
ual behaviour and provide trajectories for them, macroscopic models aim at mod-
elling the moving population and use values as density, quantity or speed to charac-
terize pedestrian flows.

2.4.1 Macroscopic Mobility Models

Macroscopic pedestrian models include physical models [Helbing 1997] which are
based on the description of fluid and gas phenomena as well as specialized models
on single macroscopic characteristics of movement (average speed, average density,
quantity) per location. For the la er, a prominent example and focus of this thesis
are the average daily traffic (ADT) maps, which denote traffic quantity (number of
flows, compare Section 2.2.4) per location within a fixed time interval (e.g. per day).
Next, we present both macroscopic views: (1) the all-embracing physical model, and
(2) the ADT maps whose estimation is of central interest in this thesis, especially in
Chapters 3 and 6.
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2.4.1.1 Physical Model

Since the speed distribution of pedestrians is Gaussian distributed (compare Sec-
tion 2.1) Henderson applied physical equations of gas motion to describe pedestrian
movement [Henderson 1971, Henderson 1972]. Thus, the physical properties of the
“crowd fluid” or “pedestrian gas” (e.g. viscosity) was estimated from empirical data.
The density fluctuations in this pedestrian fluid cause shock waves [Helbing 1997].
However, in [Helbing 1997] doubts on the direct applicability of the physical gas equa-
tions are raised:

� If pedestrians interact, the impulse and the kinetic energy are usually not pre-
served. Thus, Newton’s Third law of motion (actio=reactio) [Newton et al. 1803] is
not applicable.

� Temperature of a crowd fluid cannot be matched directly, as it is the variance of
the pedestrian speed.

� Pedestrian gases are not moving due to external pressure, but caused by the inner
intention to move with a certain speed.

� Due to the various movement targets, separate flows in different directions occur
and interact.

� Moreover pedestrian behaviour is anisotropic. For example distance or speed
variances are higher in direction of motion than in perpendicular direction and
pedestrians react more to events in front of them than to the ones behind them.

Therefore [Helbing 1997] proposes a new approach for fluid dynamical description
of pedestrian flow. These equations are far beyond the context of this thesis, for a
complete introduction to macroscopic mobility models we refer to the book [Hel-
bing 1997].

2.4.1.2 Average Daily Traffic Map

Besides the physical model that aims to model all features of pedestrian mobility,
models for particular features exist. For example Annual Average Daily Traffic Maps
denote the number of pedestrian flows (compare previous Section 2.2.4) for street seg-
ments or corridors. Not all locations can be subject to empirical observations. There-
fore the estimation of traffic quantities and the placement of the sensors are highly
important research questions. In the following Chapter 3, our novel approaches in-
corporating movement pa erns or movement pa ern heuristics are presented after a
brief survey on related approaches.

2.4.2 Microscopic Mobility Models

Microscopic pedestrian models describe individual behaviour and determine the
macroscopic features of the pedestrian flow (e.g. the highly interesting flow counts, see
Section 2.2.4) by aggregating simulated trajectories. Therefore, real-world pedestri-
ans are represented by simulated agents and their behaviour is modeled based on the
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empirical facts of pedestrian movement (see Section 2.1). Thus, the three-tier model
for pedestrian motion [Hoogendoorn et al. 2002] (see Figure 2.1 in Section 2.1) became
the fundamental concept for microscopic pedestrian modelling.

In an agent-based model, simulated pedestrians may be enriched with additional
data, e.g. socio-demographic a ributes, easily by linking representative data sources
for example census.

However, there are mainly three different classes of models for pedestrian dy-
namic at the operational level: Cellular Automata Models [Blue & Adler 2001,Kirchner
& Schadschneider 2002, Kre & Schreckenberg 2006b], Rule Based Models [Thomp-
son 1994,Galea et al. 2004,Korhonen et al. 2008,Raney & Nagel 2006] and Force Based
Models [Molnár 1995, Yu et al. 2005, Chraibi et al. 2010]. Cellular automata have the
advantage of being computationally efficient, but the resolution of the simulated ge-
ometry is limited by the size of the cells. Force based models usually operate on a con-
tinuous geometry, so they need more computations. For more about the advantages
and disadvantages of the individual models we refer to [Schadschneider et al. 2009].
The microscopic models consist of many parameters and variables. Adjusting these
variables to fit a model to empirical data is a hard task and requires multiple simula-
tion runs [Kre & Schreckenberg 2006a]. Therefore, main application field of micro-
scopic models are evacuation simulations and short term traffic predictions, where
the initial distribution of the pedestrian is well known.

Next, we describe two different microscopic pedestrian simulation approaches: (1)
the Generalized Centrifugal Force Model, which operates in continuous space [Chraibi
et al. 2011] and (2) the Floor Field and Agent based Simulation which utilizes cellular
automaton [Kre & Schreckenberg 2006b].

2.4.2.1 Generalized Centrifugal Force Model

If the operational level of the pedestrian walking is described by the Generalized
Centrifugal Force Model (GCFM) [Chraibi et al. 2011] operating in continuous space,
pedestrians are described with ellipses with velocity-dependent semi-axes. Faster
ellipses (the spatial extent of agents that represent pedestrians) need more space in
the moving direction. The motion is ruled by the social forces [Helbing & Mol-
nár 1995, Molnár 1995]. At each simulation step the forces between the pedestrians
and the obstacles (e.g. walls) are computed (compare Figure 2.11). Given an agent i
with coordinates
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of agent i.
−̈→
Ri denotes the second time derivate of the location Ri (Newton’s dot no-

tation introduced in [Newton 1736]), therefore it represents the agents acceleration.
Ni is the set of all agents that influences agent i and Wi the set of walls or borders
that act on agent i. This model has been validated in corridors and bo lenecks using
the fundamental diagram (which describes the dependency of average speed from
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Figure 2.11: Generalized Centrifugal Force Model as introduced in [Chraibi
et al. 2010]. Blue ellipses represent the spatial extent of moving agents.

the density [Helbing 1997]). The route choice for pedestrians can be done using a
navigation field [Hartmann 2010,Guo & Huang 2011] or with a visibility graph. First
approach is spread in the cellular automaton area. Continuous models usually work
on a visibility graph, where the driving force of the simulated agent points towards
a node of the graph. The strategies used here are usually the shortest path combined
with the quickest path [Kre 2009,Kirik et al. 2009,Heliövaara et al. 2011,Kemloh Wag-
oum & Seyfried 2011]. These strategies are in most of the cases validated using a visual
assessment on some screenshots taken from the simulation. Some experiments have
been conducted to determine pedestrians route choice using video surveillance, but
only on simple scenarios, reducing the problem to an exit selection problem [Guo &
Huang 2011,Heliövaara et al. 2011,Lo et al. 2006]. This is partially due to the fact that
in complex facilities pedestrians have to be tracked across many rooms.

Figure 2.12: Example of a navigation graph generated from a section of a stadium
considering which exits are closed [Liebig & Kemloh Wagoum 2012].
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In the GCFM framework described here, pedestrians move from one decision area
to the next one. A decision area is a place where the pedestrian decides which way
to go or change the current destination. Ideally the decision areas are around the
exits, which might be relevant for an evacuation scenario. The navigation network
is automatically generated from the facility based on the inter-visibility of the exits,
intermediate areas are inserted if needed. Visibility graphs can be constructed us-
ing different algorithms [De Berg et al. 2008, Höcker et al. 2010]. In the case of an
evacuation scenario, the navigation graph can be limited to a visibility graph. This
model has already been used to perform simulations of a multipurpose arena [Holl &
Seyfried 2009, Seyfried et al. 2010]. A sample navigation graph for a section of a sta-
dium is presented in Figure 2.12. Pedestrians are routed to the outside in this graph
using four algorithms: the local shortest path, the global shortest path and a combi-
nation with the quickest path [Kemloh Wagoum & Seyfried 2011]. This example is
suitable for an evacuation scenario where the pedestrians might prefer the shortest or
quickest path to reach the outside. However, the approach is insufficient for normal
day life situations, where the individual trips of pedestrians are subjected to other
motivations. Some pedestrians might choose to go out the shortest way, whereas oth-
ers might feel more comfortable walking along the promenade to get to some other
points of interest. We therefore present a way to combine episodic movement data
(namely Bluetooth Tracking) with the GCFM in the joint work [Liebig & Kemloh Wag-
oum 2012], also briefly reflected in Chapter 4. In Chapter 3 the open implementation
of the GCFM3 is considered as a baseline model for agent based quantity estimation.

2.4.2.2 Floor Field and Agent-based Simulation Tool

The Floor Field and Agent-based Simulation Tool is a cell based model of pedestrian
movement. The model, introduced in [Kre & Schreckenberg 2006b,Kre & Schreck-
enberg 2006a] is discrete in space and time. The typical cell size is 40 ·40cm2. The time
slices are called rounds and are interpreted as one second. At maximum a cell can be
occupied by one person at a time. The model makes use of three floor fields. The
three floor fields contained by the model are the static floor field, the dynamic floor field
and the obstacle floor field. They fulfil the following two tasks:

� The constant floor fields save calculation time, e.g. for distance calculations be-
tween exits and arbitrary positions.

� Dynamic floor fields that change over time can hold intermediate values and
therefore transform long-ranged interactions into short-ranged ones.

The static floor field contains for each cell the distance of this particular cell to the exit.
In case of multiple exits, there is a static floor field for each exit. The dynamic floor
field is a vector field. If an agent moves from position X1 = (x1, y1) to X2 = (x2, y2)

the dynamic field is updated by (x2 − x1, y2 − y1) at position X2. All values of both
components in the dynamic floor field decay and diffuse with constant probabilities.
In addition to the floor fields the agent movement is influenced by its properties.

3h p://openpedsim.sourceforge.net/, last accessed 06/20/2012
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� The agents are equipped with an inertia that prevents them from taking sharp
turns. In contrast to the inertia introduced by Newtonian physics [Newton
et al. 1803] it is not isotropic, but rewards acceleration and deceleration in the
direction of motion.

� Furthermore, an agent can have a repulsive effect on other agents. If multiple
agents compete for the same cell in a round, the model applies a friction param-
eter.

� The agents re-plan their decision for an exit in each round. To prevent the agents
from ji ering, the exit choice depends on the one made in the last round.

The simulation framework processes in each round the following steps [Kre &
Schreckenberg 2006a] (compare Algorithm 1).

Algorithm 1 F A - S [K S ₂₀₀₆ ]
1: for all agents do
2: choose an exit
3: choose a destination cell
4: end for
5: create sequence order O for the agents
6: for all agents ordered by O do
7: execute movement step
8: end for

2.5 Mobility Patterns

As described in previous sections, pedestrians are no gases and the movement of indi-
viduals is no random walk but it is motivated by particular targets, route choices and
influenced by other pedestrians (Chapter 1). Furthermore, pedestrians are not ho-
mogeneous in walking speed, space requirements and anatomy (Section 2.1). Thus,
movement pa erns occur in the crowd behaviour (Sections 2.1.3 and 2.1.4). In the fol-
lowing sections two representations of movement pa erns are introduced: Sequence
Pa erns [Agrawal & Srikant 1995] and Trajectory Pa erns [Gianno i et al. 2007]. Both
pa erns focus on different aspects of movement. Whereas Sequence Pa erns are a rep-
resentation for the location sequence traversed by trajectories (e.g. the move sequences
which were defined in Section 2.2.4), Trajectory Pa erns additionally model the travel
times among the visited locations. For pedestrian quantity computations the tempo-
ral a ributes can be neglected, thus in the next chapters we will use the term “pa ern”
in the sense of sequence pa erns.

2.5.1 Sequence Patterns

The term sequence pa ern has been introduced by [Agrawal & Srikant 1995] on arbi-
trary events. In order to transfer this notion to spatio-temporal context it is necessary
to derive spatio-temporal events from movement, respectively trajectories. Having a
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set of fixed discrete spatial locations, events may be either defined by the presence of
a person at a specific location (compare visit, Definition 3) or its transition among two
locations (flow, Definition 4) . The notion to model a trajectory as a sequence of sepa-
rate activities was introduced by [Ellegård et al. 1977] and is based on the previously
introduced space time geography [Hägerstrand 1970]. Thus, spatio-temporal events
may be triggered by several spatio-temporal activities, for example presence at some
location, movement at some location or flow among consecutive locations. Consider-
ing sequences of these spatio-temporal events results in movement pa erns [Agrawal
& Srikant 1995]. An example pa ern representation may look as follows:

T1 = l1 → l3 → l5 → l6,

T2 = l2 → l3 → l4,

T3 = l4 → l5 → l1,

. . .

 . (2.3)

These kind of pa erns will be applied in the next chapters as input data for pedes-
trian quantity estimation. In Chapter 4 we introduce methods to acquire and analyse
movement pa erns from observation data.

2.5.2 Trajectory Patterns

In addition to the sequence information contained by previously introducedmovement
pa erns the trajectory pa erns contain the transition times among the spatio-temporal
events. Thus, a trajectory pa ern has the structure:

Definition 5 (Trajectory Pa ern) A trajectory pa ern is a sequence of successive spatio-
temporal events ei, ej and their time intervals ∆t = tj − ti. Therefore it is represented by
sequences (ei

∆t−−→ ej) or, more general e0
∆t0−−→ e1

∆t1−−→ . . .
∆tn−1−−−−→ en.

In [Gianno i et al. 2007] an algorithm is introduced for trajectory pa ern retrieval
from a set of GPS trajectories. This algorithm is two-fold: firstly, most popular spatial-
regions are identified and secondly, the transitions among these regions are consid-
ered for inclusion in the trajectory pa ern representation. However, neither GPS tra-
jectories nor trajectory pa erns are subject of this thesis, for further details on trajec-
tory pa ern mining in GPS logs we refer to [Gianno i et al. 2007].

2.6 Summary

For tackling the central challenge of this thesis, namely pedestrian quantity estimation
in closed environments incorporating pa ern knowledge, we presented the required
fundamentals within this chapter. Thus, this chapter reflects the specifics of pedes-
trian movement and explains the natural occurrence of movement pa erns. Further-
more the chapter describes state-of-the-art pedestrian tracking technologies (manual
counting and video surveillance as well as radio frequency based: GPS and Blue-
tooth). In order to support the analysis of this observation data throughout the fol-
lowing chapters, methods for digital representation of pedestrian movement were in-
troduced. Thus, we adopted the definition of visits at a location [Körner et al. 2010] and
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additionally defined flows among multiple locations. For sparse (pedestrian) observa-
tion data, which carries the three uncertainties of Continuity, Accuracy and Coverage,
we introduced the notion of Episodic Movement Data and presented methods for its
spatio-temporal aggregation and visualisation on the map (firstly introduced in the
joint publication [Andrienko et al. 2012]).

This thesis focuses on the estimation of the pedestrian quantities (macroscopic ex-
tent), therefore this chapter discussed pedestrian mobility models at varying granu-
larities. These models comprise the macroscopic ones (which are focus of the thesis)
and microscopic ones (i.e. agent based) which are utilized in the next chapter as a
baseline model to the illustrative benchmark example. We introduced here models
on spatio-temporal mobility pa erns as well, since our approach makes use of pat-
tern knowledge. The presented methods will again receive a ention in the following
chapters which focus on (1) our models for pedestrian quantity estimation incorporat-
ing movement pa erns as well as (2) the analysis of these pa erns in episodic pedes-
trian mobility observation data. (3) Finally, in the last chapter, we explain, driven by
real-world scenarios, the application of presented concepts.



Chapter 3

Pedestrian Quantity Estimation

Using Movement Patterns

“A big computer, a complex algorithm and a long time does not equal
science.”

—Robert C. Gentleman1
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Previous chapters discussed the specifics of pedestrian movement and motivated the
question for traffic quantities at locations. Empirical facts on movement behaviour
have been highlighted as well as methods for digital data storage. We described how
motivated individual mobility leads to pa erns in mobility recordings and presented
models for their representation. Furthermore, various pedestrian models have been
discussed which describe different aspects of mobility (microscopic or macroscopic
ones) based on preliminary assumptions. Utilizing this preliminary work, this chap-
ter focuses on pedestrian quantity estimation using movement pa erns. We present
two contributed complementary regression approaches, Least Squares Regression
(LSR) and Gaussian Process Regression (GPR), to tackle the task with different in-
put data and constraints on movement. Whereas this chapter focuses on algorithmic

1Canadian statistician and bioinformatician, born 1959, originator of the R programming language [R Devel-
opment Core Team 2009], at the Annual Meeting of the Statistical Society of Canada, Halifax, 2003
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aspects of the quantity estimation and validates the presented approaches, follow-
ing chapters address the pa ern analysis in episodic mobility observation data and
describe a software system for pedestrian mobility analysis as well as successful in-
dustrial applications of the presented methods.

3.1 Motivation

This chapter addresses the algorithmic part of the posed research questions (compare
Chapter 1):

� How can values on pedestrian quantities be estimated from few empirical mea-
surements?

� At which places should a constrained number of quantity sensors be located?

Details on the integration in real-world use cases are given in Chapters 5; Chapter 6
presents successful application scenarios.

Estimation of pedestrian quantities is an important question to various applica-
tions. Though naturally occurring movement pa erns are not incorporated into ex-
isting approaches, these pa erns contain valuable information on spatial correlations
among traffic quantities.

Consider for example an average daily traffic (ADT) prediction problem with traf-
fic networks consisting of only a single junction. As shown in Figure 3.1, a T-Junction
occurs in a wide corridor that goes straight. At the junction a small corridor inter-
sects and an expert knows that it is most likely for persons to continue their walk
straight ahead along the main corridor. Assume further to have a frequency sensor
(compare previous chapter for a survey of suitable technologies) placed in the main
corridor which measures a known amount of people within considered time interval.
Under these circumstances, existing traffic volume estimation methods do not take
into account the expert knowledge and thus may not effectively provide accurate es-
timations for the side corridor [Liebig et al. 2012b] (see Section 3.5). Throughout this
chapter, we assume the movement pa erns are known (explicitly or by heuristics). In
the next chapter, we address the task to record and analyse these pa erns from ob-
servation data. The two novel quantity estimation methods presented in this chapter
utilize linear and Gaussian process regression. Furthermore, the models utilize:

� heuristics on route choices or movement pa ern,

� the floor plan topology and

� readings of few pedestrian quantity sensors.

Since in real-world scenarios floor plan sketches are often available and few sensor
readings can be obtained at low expenses, our methods meet the requirements for
applications in real-world (compare Section 1.1).

After introduction of the proposed methods, this chapter proceeds with the per-
formance analysis of the methods. At the end of this chapter, both algorithms (LSR
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Figure 3.1: T-Junction example. Pedestrian quantity is measured in the main corridor
(to the left). At the junction a small corridor intersects and an expert knows that it is
most likely for pedestrians to continue their walk straight on.

for use with heuristics on mobility pa erns and GPR for applications where mobil-
ity pa erns are explicitly known) are validated against state-of-the-art approaches for
the T-Junction benchmark (see Section 3.8).
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3.2 Preliminary Definitions

Before methods for pedestrian quantity estimation can be addressed, preliminary def-
initions of the domain are required. These foundations are given in this section.

This theses focuses on quantity estimation in closed environments, we define them
as follows:

Definition 6 (Closed Environments) are sites or buildings which have in common that no
people reside inside but all present people leave after some time period.

Thus, these closed environments have dedicated entrances and exits which connect
them with their surroundings. Prominent examples are train stations, terminals,
shops, shopping malls, parks, as well as zoological gardens. Only in closed envi-
ronments pedestrian quantity estimation can be analysed without any unexpected
influences (for example the locations with arbitrary stay times from urban environ-
ments e.g. living houses and points of interest), thus Kirchhoff’s law [Kirchhoff 1845]
is fulfilled for the quantity of people within a fixed time period (number of incoming
people equals the number of outgoing ones).

Based on the previous definition the representation of the walkable area by net-
works is reasonable, since pedestrians may only enter and exit the area via dedicated
exits (entry and exit points). Edges of the so-called traffic network represent the corri-
dors and paths, whereas junctions are represented by vertices.

Definition 7 (Traffic Network) A traffic network G = (V,E) is an abstraction of a floor
plan by an undirected graph which consists of

� a finite set of vertices V which represent junctions, and

� connecting edges E ⊆ V×V which represent corridors.

Algorithms for traffic network construction from a given floor plan sketch are so-
called triangulation methods. Triangulation methods are closely related to tessellations
as they may become mapped to each other: every vertex of a triangulation becomes
the handle of a surrounding polygon. These polygons of the tessellation are adjacent
if and only if the vertices of the triangulation were connected. Tessellations partition
the walkable manifold in discrete compounds (compare Section 2.2.4.1), whereas tri-
angulations are a graph representation of the tessellation topology.

A commonly applied automatic method for traffic network construction is the De-
launay triangulation [Delone 1934], its tessellation counterpart is the Voronoi tessel-
lation [Dirichlet 1850, Voronoï 1908] (introduced in Section 2.2.4.1). The Delaunay
triangulation algorithm constructs a mesh of adjacent triangles among a given set of
vertices. The process which automatically derives a traffic network from a floor plan
is described in [Demyen & Buro 2006]. Briefly summarized, (1) vertices are drawn
uniformly at random from the walkable area of the floor plan sketch; (2) the Delau-
nay triangulation among these vertices returns the traffic network.

Another possible method for traffic network construction from a given floor plan is
the manual creation of vertices at junctions and connecting edges among the corridors.
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This method does not depend on exact geometric representation but may also handle
floor plan sketches, if they provide the topology of the walkable area. An example of
the traffic network for Ho eim central station is depicted in Figure 3.2.

Figure 3.2: Example of a Traffic Network for a Closed Environment (Ho eim cen-
tral Station). Black edges represent corridors, red vertices mark junctions. [Liebig
et al. 2012b].

Given the traffic network of a closed environment the pedestrian quantity q(e,∆t) for
an edge e ∈ E, e = (vi, vj) is the undirected flow count,

q(e,∆t) := NM(e,∆t) = NMu(vi, vj ,∆t) ,

(compare Section 2.2.4.1) among the locations vi and vj within ∆t. Without loss of
generality, we assume to consider the same ∆t at all edges and thus consider the flow
situation2 (compare Section 2.2.4.1). Therefore, we assign:

q(e) := q(e,∆t) .

Hence, the time interval for the flow situation, ∆t, is considered to be the same over all
edges in the traffic network so the time dynamic during ∆t is neglected.
Given this explanation, we derive the pedestrian quantity q(e) as follows.

Definition 8 (Pedestrian Quantity) q(e) at an edge e ∈ E, e = (vi, vj) in a traffic network
G = (V,E), within time interval ∆t, are the number of persons which were passing the path
segment, represented by e, within ∆t from one vertex vi to vj or vice versa.

Regarding the duality among a triangulation and a tessellation (described above) the
pedestrian quantity at edge e can similarly been considered as the number of per-
sons crossing the boundary between two adjacent spatial polygons. The same no-
tion of pedestrian quantity applies directly for video surveillance or manual counting
recording technology (described in previous Chapter 2).

2Despite mostly applying this definition, note that in Section 6.4.4 we are exploring the direct usage of the
number of visits: q(e,∆t) := NV (e,∆t).
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Definition 9 (Pedestrian Quantity Measurements) The pedestrian quantity measure-
ments y = {ys} denote the pedestrian quantity at a bounded number of sensor locations
es ∈ ES , ES ⊆ E among a traffic network (V,E), with

� ys := {NMu(es,∆t) : s = 1, . . . , S} (where NMu(ei,∆t) was defined in Sec-
tion 2.2.4.1 as undirected number of moves along the edge ei) and S = |ES | .

These definitions of pedestrian quantity and pedestrian quantity measurements are based
on the notion of spatial events (moves among two location, as introduced in previ-
ous Chapter in Definition 4) caused by individual trajectories (Definition 2) and its
aggregate (Section 2.2.4.1). Thus, this abstraction of pedestrian movement holds the
requirements for spatial models posed in [Hägerstrand 1974]:

� The model is related to the things happening in reality.

� It is easy to move between microscopic and macroscopic levels without loss of
its relation.

After defining the notions regarding traffic network, pedestrian quantity and pedestrian
quantity measure, we proceed with the definitions regarding movement pa erns.

As described in previous discussions, pedestrian mobility causes naturally occur-
ring movement pa erns (compare Chapters 1 and 2). These pa erns are input to
our quantity estimation methods, besides traffic network and pedestrian quantity mea-
surements. Thus, we distinguish between movement pa erns (based on sequence pat-
terns [Agrawal & Srikant 1995], see Section 2.5.1) and movement pa ern heuristics.

Definition 10 (Movement Pa ern) A movement pa ern T ∈ T is represented by a se-
quence of co-visited locations {T = T1 → T2 → . . . |Ti ∈ E} among the traffic network
G(V,E).

The likeliness of a particular movement pa ern to occur is influenced by the pedes-
trian route choice and depends on the characteristics of the pa ern, e.g. its a raction,
safety or detour. Thus, a movement pa ern heuristic defines a partial order among
movement pa erns based on its characteristic.

Definition 11 (Movement Pa ern Heuristic) Amovement pa ern heuristic is a preorder
on movement pa erns T based on a characteristic function f : T −→ R, which satisfies:

� Ti ≻ Tj ⇐⇒ Ti is more likely than Tj ,

� Ti ≻ Tj ⇐⇒ f(Ti) ≤ f(Tj) ,

� Ti ≻ Ti (reflexivity),

� Ti ≻ Tj ∧ Tj ≻ Tk =⇒ Ti ≻ Tk (transitivity).

The Movement Pa ern Heuristic is thereforecompletely described by the characteris-
tic function f . An example for a movement pa ern heuristic is the preference for
the shortest route in train stations, which was empirically justified in [Li et al. 2008].
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This example also demonstrates why the heuristic is a preorder as the antisymmetry
property (Ti ≻ Tj ∧ Tj ≻ Ti =⇒ Ti = Tj) is not guaranteed due to the unconstrained
mapping of f(T).

This section specified the domain for the pedestrian quantity estimation. We
present in the next section methods for the crucial problem of traffic volume esti-
mation from sparse measurement data. This was already addressed in literature,
although mostly for vehicular traffic [May et al. 2008]. Thus, we next provide an
overview of existing methods from different research areas (operation research and
data mining). Afterwards, in proceeding sections, our contributed methods are pre-
sented and compared with state-of-the-art related approaches.

3.3 Problem Statement

Utilizing the preliminary definitions regarding traffic networks, pedestrian quanti-
ties and their measurements, we examine the problem of appropriately determining
the traffic quantities at unmeasured edges in a traffic network. This problem can be
formulated in the following way: Given a graph G(V,E) and for some edges ES ∈ E
their undirected pedestrian quantity measurements y = {ys := NMu(es,∆t) : s =

1, . . . , S} find the undirected quantities x for the unobserved edges EU = E \ ES .

In literature, compare [Zhao & Park 2004,Gong & Wang 2002,Neumann et al. 2009],
a common criteria to evaluate the performance of a traffic quantity estimator is the
computation of the mean absolute error (MAE):

MAE :=

∑
j=1,...,|EU |

abs(xj −NMu(ej ,∆t))

|EU |
, with(xj ∈ x, ej ∈ EU ) . (3.1)

In the next section, we present approaches from the literature for solving the described
problem.

3.4 Related Approaches

Estimation of traffic quantities at unmeasured locations implies the computation of
missing values from the input data. This problem is known as the imputation problem
in statistics. In general, every missing value is filled with a plausible value, e.g., one
particular sensor reading or the global mean of the sensor readings. More complex
imputation method are regression algorithms which utilize functional dependencies
among the variables to fill missing values. For spatial data, these dependencies occur
naturally in spatially distributed phenomena due to a statistical effect called spatial
auto-correlation. This spatial auto-correlation is expressed by Tobler’s law as follows:
“Everything is related to everything else, but near things are more related than distant
things” [Tobler 1970].

Regression methods became a major topic in data analysis and data mining [Wi en
& Frank 2005]. Various models for the functional dependencies among the values of a
domain were created. This thesis focuses on regression approaches for the presented
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quantity estimation problem (for an introduction to regression models we refer to
[Wi en & Frank 2005]).

In particular, we describe here the latest developments and commonly used algo-
rithms for traffic quantity estimation though some of them reflect Tobler’s Law in their
presumptions on traffic flow, so far none of the presented related approaches incorpo-
rates movement pa erns. These pa erns contain valuable information and after the
literature survey, we introduce our approaches that incorporate either heuristics or
knowledge on movement pa erns. In general, the characteristic properties of pedes-
trian flow make the application of existing regression approaches for fluids in pipe
networks [Tanyimboh & Templeman 1993,Yassin-Kassab et al. 1999] unfeasible, com-
pare Section 2.4.1.1 and [Helbing 1997] for differences of pedestrians and fluids.

Existing literature distinguishes between average daily traffic (ADT) estimation
and average annual daily traffic (AADT) estimation [FDOT 2012]. Whereas AADT
focuses on estimation of a traffic volume depending on the day of the year, ADT esti-
mation provides an average for a particular day. A naïve approach for AADT estima-
tion is the utilization of ordinary linear regression (OLR) method [Zhao & Park 2004].
Street segment (edge) a ributes (e.g. number of lanes or function classes) are multi-
plied by weights which become subject for the regression.

Definition 12 (Ordinary Linear Regression) The Ordinary Linear Regression models a
missing variable xi as follows:

xi = β0 +

p∑
k=1

βkyik + εi . (3.2)

Where βk is the k-th parameter for the OLR model, yik is the independent variable of the k-th
parameter at location i, εi is the error term at location i, and p is the number of parameters
[Zhao & Park 2004].

Improvements of this technique were achieved by respecting the geographical space
by usage of geographical weighted regression (GWR) [Zhao & Park 2004] and by the
application of k-nearest neighbor approaches (kNN) [Gong & Wang 2002].

Definition 13 (Geographical Weighted Regression) The Geographical Weighted Re-
gression models a missing variable xi similar to OLR by substituting local parameters for
global ones as follows:

xi = βi0 +

p∑
k=1

βikyik + εi . (3.3)

Where βik is the kth parameter at location i for the GWRmodel, yik is the independent variable
of the kth parameter at location i, εi is the error term at location i and p is the number of
parameters [Zhao & Park 2004].

Definition 14 (k-Nearest Neighbour Regression) The k-Nearest Neighbour regression
uses the value of the k closest data points Nk(xi) for estimation of the missing ones xi ∈ x.
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Closeness d is measured in feature space.

Nk(xi) ⊆ Y, |Nk(xi)| = k,

@yj : yj ∈ Y ∧ yj /∈ Nk(xi) having d(yj , xj) < d(yn, xi), yn ∈ Nk(xi), n = 1 . . . k

yi = f(Nk(xi)) (3.4)

In [Lam et al. 2006] the GWR method is compared to the kNN approach and the Gaus-
sian maximum likelihood (GML). The kNN achieved best results. Additionally, the
AADT prediction of k-Nearest Neighbour for a particular location is improved by
weighting measurements by their temporal distance to the prediction time. This ap-
proach showed be er results than the application of Gaussian maximum likelihood
(GML) approaches for weighting the historical data points.

Definition 15 (Gaussian Maximum Likelihood) The Gaussian maximum likelihood ap-
proach to the AADT problem assumes Gaussian distribution of the flow counts y(t, l). Among
two discrete time intervals∆t. Also the change of the flow count dy(t, l) = y(t, l)−y(t−∆t, l)

is assumed to be Gaussian distributed.

y(t, l) ∼ N (µy,t, σ
2
y,t) (3.5)

dy(t, l) ∼ N (µdy,t, σ
2
dy,t)

According to [Lam et al. 2006] the closed form estimate for y(t, l) is then:

y(t, l) =
σ2
y,t(µdy,t + y(t−∆t, l)) + σ2

dy,tµdy,t

σ2
y,t + σ2

dy,t

. (3.6)

However, this GML method focuses on the dynamics of traffic flow, whereas our
thesis tackles the estimation of quantities for unmeasured locations. Addressing a
similar problem, recent improvements to the k-Nearest Neighbour non parametric
regression were made in [May et al. 2008]. In [May et al. 2008] the geographic coor-
dinates are a subcomponent of the a ribute space. Furthermore, this work addresses
the ADT estimation problem as business critical industrial data mining use case, as
the pricing in the outdoor advertisement sector in Germany and Swi erland relies on
the estimated values [May et al. 2008]. Their proposed algorithm is a spatial k-nearest
neighbour (S-kNN) approach that incorporates geometric distances in the kNN at-
tribute vector for estimation of an unknown edge. The closer a measured edge is to
an unmeasured one (in a ribute space), the higher its impact. This is similar to the
Kriging approach described in [Wang & Kockelmann 2009] but goes beyond it, since
for the la er prediction only the k-nearest neighbours were used.
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3.5 Comparison of State-of-the-art Quantity Estimation

Approaches

Traffic volume estimation is a natural task in street-based traffic analysis systems
and has important applications, e.g., quality-of-service evaluation, location evalua-
tion or risk analysis. Estimation of pedestrian volumes received recent a ention as
it offers vast possibilities to extract motivations of people’s movement and helps to
improve and to plan provided infrastructures. Compare Section 3.3 for the formal
problem statement. Distinguishing from the general large scale traffic volume es-
timation, pedestrian mobility in closed environments (e.g., train stations) holds the
additional property that individuals are likely to have homogeneous movement pref-
erences (Section 2.1.3). Thus, movement pa erns exist and have high impact on the
distributions of traffic among the small networks. The requirements posed to our
quantity estimation algorithm are therefore (compare Section 1.1):

� exclusively based on floor plan sketches and public available data sources,

� adjustable by quantity measurements,

� incorporating knowledge on movement pa ern.

This section evaluates the performance of existing traffic network based approaches
(pedestrian simulation, Spatial k-Nearest Neighbour and Gaussian Process Regres-
sion)3 for applicability in a highlighting closed environment scenario. None of
the state-of-the-art approaches incorporates knowledge on movement preferences.
Therefore all of the hereby tested methods do not hold the third requirement. The
consequences are shown in a small striking example. Other, more complex scenar-
ios, are described and compared (in terms of MAE, see Section 3.3) in the validation
sections of this thesis, respectively, in the chapter on application scenarios, Chapter 6.

Often, available data is limited to few measurements and some prior knowledge,
e.g., floor plan sketches, knowledge on preferred routes by local domain experts. In-
corporating prior knowledge on movement pa erns is thus essential to address the
above challenges. However this has not been well investigated in existing work. Con-
sider for example an average daily traffic (ADT) prediction problem with a traffic net-
work consisting of only one junction. As shown in Figure 3.3, a T-Junction occurs in
a wide corridor that goes straight ahead. At the junction a small corridor intersects
and an expert knows that it is most likely for persons to continue their walk straight
ahead along the main corridor. Assume further to have a frequency sensor placed in
the main corridor which measures a known amount of people within considered time
interval [Liebig et al. 2012b].

Under these circumstances, existing traffic volume estimation methods, e.g., k-
nearest neighbour and standard Gaussian process regression do not take into account
the expert knowledge and thus may not effectively provide accurate estimations for
the side corridor. In detail the experiments were carried out as follows.

3We omit Geographically Weighted Regression (GWR), Gaussian Mixture Models (GML) and Spatial k-
Nearest Neighbour (S-kNN) which perform worse than hereby considered methods, compare Section 3.4.
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Figure 3.3: T-Junction example. Left corridor is measured, quantity of other corridors
is unknown. Numbers denote relative frequencies per edge. Related Approaches
not incorporating Movement Pa erns are applied: pedestrian simulation (GCFM),
Spatial k-Nearest Neighbour Method S-kNN and Gaussian Process Regression using
different kernel functions (lower row).

� The Pedestrian Simulation has been performed with the state-of-the-art social
force model for pedestrian movement. This so calledGeneralized Centrifugal Force
Model (GCFM) [Chraibi et al. 2011] is an agent based microscopic simulation, and
has already been introduced in Section 2.4.2.1. An open source implementation
of the GCFM for pedestrian simulation can be freely obtained on the Internet4. In
contrast to the other discussed approaches in this chapter, the GCFM does not
only depend on a traffic network which represents the topological floor plan
information, but requires a more detailed geometric representation of the walk-
able area. In this floor field every simulated pedestrian (agent) has ellipsoidical
space requirements. Depending on the agent’s speed the ellipse becomes larger
in the direction of motion. Every agent is influenced by a couple of forces. These
divide into two classes:

� repulsive forces prevent agents from hi ing obstacles (walls or neighbouring
agents),

� driving forces cause the motion of the agent in its desired target direction.

So far the open source implementation does not allow for manually defined tar-
get choices of the agents. As this software was implemented for evacuation sim-
ulation (where the agents need to decide individually for their exits) the lack of
this feature was on purpose. However, in the considered T-Junction example

4h p://openpedsim.sourceforge.net/, last accessed 06/20/2012
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we bypass this by initiating multiple agents in the left side of the main corridor
and just define two exits: one in the main corridor and another one in the side
corridor.

� The Spatial k-Nearest Neighbour algorithm (S-kNN) is a graph based macro-
scopic approach. It applies a distance function in feature space among the street
segments to decide for closeness. The k closest (in feature space) measured
edges are considered for computation of the weighted average for an unknown
one. In the T-Junction example just one edge is given and all edges have con-
tact at the junction. Thus, any arbitrary chosen k ≥ 1 will generate the same
k-neighbourhoods which contain the only given street segment. As all edges
contact each other, their distance is zero. This distance may be also computed
very fast, using the bounding-box based partial evaluation scheme from [May
et al. 2008]. Thus, all edges receive the same quantity (Figure 3.3 in the upper
right picture) which has previously been monitored at the given edge. However,
to prevent this behaviour, there are possibilities to adjust the distance function
in order to obtain different results. One possibility would be to calculate dis-
tances among the edges not just in geographical space but in a vector feature
space. Thus, besides its spatial extent every edge is equipped with a list of fea-
tures. The distance function, used to decide for the distance weighting in the
k-Nearest Neighbour approach can be defined on these features. Thus, more
similar edges in feature space result in more equal quantity values. In detail,
application of such an extension to the corridor type could be: Addition of a
corridor class a ribute to every edge, which numerically encodes the type main
corridor or side corridor. With well chosen distance function, this may prevent
the S-kNN from estimation of any frequency for the small corridor. However,
even with a large list of features and an optimisation on their weights within
the quantity estimation function of the S-kNN no movement pa ern knowledge
is represented in the S-kNN. Since the algorithm does not compute new values
but performs weighted averaging, the estimated quantities may not reach un-
observed quantities but remain within the range of the observed ones.

� We also comparedGaussian Process Regression for pedestrian quantity estima-
tion. Thus, we utilized the following graph kernels: Regularized Laplacian [Smola
& Kondor 2003], Squared Exponential (as recently proposed in [Selby & Kockel-
man 2013]) and theDiffusion Kernel [Kondor & Lafferty 2002]. In detail the Gaus-
sian Process Regression model is explained in Section 3.7.

The experimental results in the T-Junction example (Figure 3.3) reveal that existing
methods which do not reflect expert knowledge perform badly. Therefore novel ap-
proaches for pedestrian quantity estimation, taking into account pedestrian move-
ment preferences, are required. Next sections describe our contributed pedestrian
quantity estimation methods. At the end of the chapter we revive the T-Junction ex-
ample and apply our novel approaches with great success.
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3.6 Approach with Pattern Heuristic: LSR

Usually assumptions on the preferred route choices of the people are given by ex-
perience of some domain expert. In train stations for example, the assumption ex-
ists that most people prefer the quickest path for their movement [Rindsfüser 2005],
and the group of persons who behave differently is insignificantly small. This com-
monly made assumption was justified by empirical laser beam measurements in [Li
et al. 2008] and is well established in pedestrian traffic analysis.

In this section, we present one of our methods5 for pedestrian quantity estimation
which incorporates a site’s traffic network, quantity measurements, as well as move-
ment pa ern heuristics.

Empirical recordings of pedestrian flow counts denote quantities y at pre-selected
edges (compare Definition 9, Section 3.2). According to this definition, the measure-
ment ys holds the undirected quantity q(es) at a particular edge es in a time interval
∆t which is defined by the sum of all pedestrians walking along the edge during ∆t:

y = {ys := NMu(es,∆t) : s = 1, . . . , S} . (3.7)

However, the number of possible undirected, acyclic paths in the traffic network
which contain es is bounded. These paths through a closed environment can be ex-
pressed by sequences of traversed edges in Movement Pa erns (Definition 10) under
the following additional conditions.

Definition 16 (Path) A path through a traffic network G = (V,E) is a movement pa ern
{T = T1 → T2 → . . . |Ti ∈ E} with:

� ei → ej ∈ T =⇒ ei = (v1, v2) ∧ ej = (v2, v3) (Adjacency),

� |v| = |T |+ 1, with v = {v ∈ ei∀ei ∈ T } (Acyclic),

� e1 and e|T | connect the closed environment G with its surroundings.

Moreover, the quantity q(es) is also denoted by the number of pedestrians who
use a path that contains es (compare Figure 3.4):

q(es) =
∑

T :es∈T
q(T ) . (3.8)

5published with a major contribution of the author in:
T. Liebig and Z. Xu. Pedestrian monitoring system for indoor billboard evaluation. Journal of Applied Operational
Research, vol. 4, pages 28–36, 2012.
T. Liebig. Trajectory Regression Model for Indoor Pedestrian Flow Analysis on Billboard Evaluation. In Proc. of the
Third International Conference on Applied Operation Research - ICAOR’11, pages 289–300. Tadbir Operational
Research Group Ltd., 2011.
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Figure 3.4: Three paths taken by five persons (marked with black symbols in the left)
passing a corridor, causing a frequency of five persons within the observation time
interval ∆t.

Therefore our approach consists of three consecutive steps:

� (1) The enumeration of the set of all valid (acyclic) paths passing the site.

� (2) The computation of path frequencies such that the differences at the mea-
sured locations becomes minimal.

� (3) The estimation of the quantity of pedestrians for all edges in the traffic net-
work.

The three generated output variables, edge quantities, path-frequencies and the enu-
merated set of paths provide the desired information to the billboard campaign eval-
uation scenario introduced in Chapter 1 and revised in Chapters 5 and 6.

Previous empirical studies reveal that people prefer routes with the minimal de-
tour most, when walking from a given start to a target [Rindsfüser 2005]. Thus, the
assumption that most trajectories are acyclic is reasonable for public buildings. For
the special case of train stations [Li et al. 2008] justifies the assumption that most peo-
ple choose the shortest route. Empirical observation we made during the applica-
tion also supports this assumption. We consider cyclic paths to be irrelevant for our
study. These assumptions describe some differences among pedestrian flow and flow
of fluids or gases, for more differences we refer to Section 2.4.1.1. These characteristic
properties of pedestrian flow make the application of existing regression approaches
for fluids in pipe networks [Tanyimboh & Templeman 1993,Yassin-Kassab et al. 1999]
unfeasible. By application of a characteristic function for each path, we construct for
all paths its corresponding binary representation (vector) of constant length. Every
position in the resulting vector relates to an edge.

A = (aji)
0≤i≤|E|
0≤j≤|T |

aji =

{
1 if ei ∈ Tj ,
0 otherwise

(3.9)
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The vector equals one at a position if the related edge is element of the path and zero
otherwise. The resulting vectors for every previously enumerated (plausible) path
is aggregated in a matrix A. By application of this characteristic matrix, the edge
frequencies can be expressed by the matrix multiplication of this matrix with the path
frequencies.

yei =
∑

1≤j≤|T |

aji · yTj

y = AT × yT (3.10)

The program which solves step (2) derives directly as:

y∗T = arg min
(∥∥AT × yT − yes

∥∥+ ∑
1≤j≤|T |

yTj · f(Tj)
)
,

y∗T ≥ 0 . (3.11)

We search the path frequency distribution whose edge-vise aggregates minimize the
difference to the empirical data at the measurement locations. This process is subject
to the solver and is schematically depicted in Figure 3.5 [Liebig et al. 2010]. As solver,
we apply the quasi-Newtonian method L-BFGS-B [Zhu et al. 1997] which efficiently
estimates the solution under given constraints using a gradient based method. The al-
gorithm is available in the programming language R [R DevelopmentCore Team2009]
which we chose as implementation programming language.

The second term of the objective function provides an additional term, which rep-
resents the movement pa ern heuristic. Reasonable movement pa ern heuristics
would be for example to prefer the routes with smaller detours [Li et al. 2008]. In
this case, a detour f(Tj) can be calculated as the ratio between the path length of Tj
and the minimal path length with the same start and end segment. The term does not
just penalize detours, but has the advantage to make a specific solution more invari-
ant on the used solver for the program, because it further restricts the set of possible
solutions.

The number of people per valid path that traverses the train station, computed in
the previous step, is (according to equation 3.8) used to estimate pedestrian quantities
for all locations (i.e. edges) in the closed environment covered by valid paths which
contain at least one measurement.

However, the algorithm itself is not sufficient to answer the question from Chap-
ter 1 in an industrial use case scenario. One step towards an industrial applicable
system is the software integration of the hereby described method. This software in-
tegration is discussed in [Liebig & Xu 2012] and as well focus of Chapter 5. We apply
the presented method to an industrial scenario focussing on major Swiss train sta-
tions in Section 6.2. Next, the properties, robustness and complexity, of this method are
discussed.
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Figure 3.5: Route Based Regression Workflow (image credits [Swiss Poster Research
Plus 2010]).

3.6.1 Robustness

Due to the nature of empirical measurements, the pedestrian quantity measurements
include small deviations, i.e. erroneous measurements. Thus, the combination of
these counts in target quantities (i.e. scope of the program described above, Equa-
tion 3.11) lead to contradictions. In case the un-preprocessed (original) measurements
distinguish movement directions (provided by e.g. manual pedestrian flow counting,
see Section 2.3.3), the contradictions can be easily recognized in the raw data by viola-
tions of Kirchhoff’s law at junctions, whereby the number of incoming people has to
equal the number of the outgoing ones. This law was postulated in [Kirchhoff 1845]
for electrical circuits. In [Ford & Fulkerson 1962] Kirchoff’s law is generalized to ar-
bitrary network flows. In general, the problem of inconsistent pedestrian quantities
may arise along multiple junctions. In this case, and in case of undirected quantities,
it is harder to pre-identify the contradictions. Therefore, we require the frequency es-
timation algorithm to recognize such cases automatically and to eliminate them from
the model, if required.

Our approach fulfils all of these criteria. The Kirchhoff law holds automatically,
because the enumerated path set does: every single path holds the constraint at any
junction that the number of incoming people equals to the number of outgoing ones.
Multiplying with the path quantities, our algorithm increases the number of people on
the paths, but nevertheless the equilibrium [Kirchhoff 1845] remains fulfilled. If each
single route fulfils this constraint, the set of all paths including their final quantities
also does. Therefore, in our pedestrian model Kirchhoff’s law holds.

From this property follows directly an invariance of the method on graph home-
omorphisms for the traffic network. This means, if an edge becomes divided into
two connected parts, the resulting quantities remain the same. Kirchhoff’s law en-
sures that the quantities of the divided edges equal the undivided ones. Furthermore,
small perturbances included in the countings are corrected by the Least Squares Re-
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gression. Without the need of a pre-analysis of outliers (caused by deviations of the
pedestrian quantity measurement technology) the pedestrian quantity output is de-
fined such that the differences at the measurement locations are minimal, compare
Equation 3.11.

3.6.2 Complexity

One weakness of the existing microscopic models discussed in Section 2.4.2 is their
poor adjustability by empirical traffic observations [Kre & Schreckenberg 2006b].
The microscopic models are hard to use, as they require a repeated execution of
the whole simulation and an adjustment of the parameters [Kre & Schrecken-
berg 2006b]. The time-complexity of each simulation run depends on the number of
pedestrians and the length of the explored time-interval. By contrast, the presented
approach scales well and does not depend on number of pedestrians nor the chosen
time-interval, but the size of the area under observation and the number of sensors,
as the solver L-BFGS has a linear-time iteration complexity [Schmidt et al. 2011]. This
property is important in the industrial case, where we made calculations for the 27
major train stations in Swi erland, including some with a daily usage of several hun-
dred thousand passengers per day (see Chapter 6).

3.7 Approach with Pattern Knowledge: GPR

In this section we focus on the pedestrian quantity estimation in closed environments,
e.g., train stations, shopping malls and zoos. Unlike the outdoor pedestrian quan-
tity estimation, the continuous tracking technologies, e.g. global positioning system
(GPS), are not feasible due to the lack of GPS signal in buildings and expensive deploy-
ment of the hardware. Recently developed technologies (lightbeams, video surveil-
lance, Bluetooth meshes) record episodic movement data [Andrienko et al. 2012] or
its location based aggregate, presence counts at low expenses. Episodic movement
data is represented by tuples < o, p, t > of moving object identifier o, discrete loca-
tion identifier p and corresponding time-stamp t. The location based aggregate, undi-
rected flow counts, for time interval ∆t, also known as quantity or traffic frequency,
is defined as (compare Definition 8) NMu(e,∆t).

Here, we propose a nonparametric method6, Gaussian Process (GP) with a
random-walk based trajectory kernel. The method explores not only the commonly
used information in the literature, e.g. traffic network structures (retrieved by tessel-
lation of the floor plan sketch) and recorded (or aggregated) undirected flow counts
NMu at measurement locations, but also the move preferences of pedestrians (move-
ment pa erns) retrieved from sensors or the local experts.

6published with a major contribution of the author in:
T. Liebig, Z. Xu, M. May and S. Wrobel. Pedestrian Quantity Estimation with Trajectory Pa erns. In Proceedings of
the European Conference on Machine Learning and Principles and Practice of Knowledge Discovery in Databases
ECML PKDD 2012, Part II, LNCS 7524, pages 629–643. Springer, 2012
T. Liebig, Z. Xu and M. May. Incorporating Mobility Pa erns in Pedestrian Quantity Estimation and Sensor Placement.
In J. Nin and D. Villatoro, editors, Proceedings of the First International Workshop on Citizen Sensor Networks
CitiSens 2012, LNAI 7685, pages 67–80. Springer, 2013
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Consider a traffic network G̃(Ṽ, Ẽ) with N vertices and M edges. For some of the
edges, we observe the pedestrian quantities, denoted as y = {ys := NMu(ẽs,∆t) :

s = 1, . . . , S}. Additionally, we have the information of the (major) pedestrian move-
ment pa erns T = {T1 → T2 → . . .} within the traffic network, collected from the
local experts or the tracking technology (in our applications we use Bluetooth track-
ing technology). Obviously, taking into account the movement pa erns is beneficial
to predict the unknown pedestrian quantities: the edges included in a movement
pa ern appear to have similar pedestrian quantities. To overcome the challenge, we
propose a nonparametric Bayesian regression model with trajectory based kernels.

The pedestrian quantity estimation over traffic networks can be viewed as a link
prediction problem, where the predicted quantities associated with links (edges) are
continuous variables. In the literature of statistical relational learning [De Raedt 2008,
Getoor & Taskar 2007], commonly used GP relational methods are to introduce an
unobserved, i.e., latent variable (also known as hidden variable) to each vertex, and the
values of edges is therefore modeled as a function of latent variables of the involved
vertices, e.g. [Yu et al. 2006,Chu et al. 2006]. Although these methods have the advan-
tage that the problem complexity remains linear with increasing number of vertices,
it is difficult to find appropriate functions to encode the relationship between the vari-
ables of vertices and edges for different applications.

In the scenario of pedestrian quantity estimation, we directly model the edge-
oriented quantities [Gong & Wang 2002,Lam et al. 2006,Neumann et al. 2009] within
a Gaussian process regression framework. Firstly, we convert the original network
G̃(Ṽ, Ẽ) to a line graph [Harary & Norman 1960] G(V,E) that represents the adjacen-
cies between edges of G̃.

Definition 17 (Line Graph) In a line graph G(V,E) of a graph G̃(Ṽ, Ẽ), each vertex vi ∈ V
represents an edge of G̃; and two vertices of G are connected if and only if their corresponding
edges share a common endpoint in G̃ [Harary & Norman 1960].

To each vertex vi ∈ V in the line graph, we introduce a latent variable fi which repre-
sents the true pedestrian quantity at vi. It is the value of a function over the line graph
and the known movement pa erns, as well as the possible information about the fea-
tures of the vertex (e.g. spatial a ributes). The observed pedestrian quantities (within
a time interval ∆t) are conditioned on the latent function values with Gaussian noise
εi

yi = fi + εi, εi ∼ N (0, σ2) . (3.12)

Since the parameters of the function yi are random and unknown, fi is also unknown
and random. For an infinite number of vertices, the function values {f1, f2, . . .} can
be represented as an infinite dimensional vector. Within a nonparametric Bayesian
framework, we assume that the infinite dimensional random vector follows a Gaus-
sian process (GP) prior with mean function m(xi) and covariance function k(xi, xj)

[Rasmussen & Williams 2006]. In turn, any finite set of function values f = {fi : i =
1, ...,M} has a multivariate Gaussian distribution with mean and covariances com-
puted with the mean and covariance functions of the GP [Rasmussen & Williams 2006]

f(x) ∼ GP(m(x), k(x, x′)) . (3.13)
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Without loss of generality, we assume the mean equals zero so that the GP is com-
pletely specified by the covariance function. Formally, the multivariate Gaussian
prior distribution of the function values f is wri en as

P (f|X) = N (0,K),

where K denotes the M × M covariance matrix, whose ij-th entry is computed in
terms of the covariance function. If vertex features x = {x1, ..., xM} are available, e.g.,
the spatial representation of traffic edges, a typical choice for the covariance function
is the squared exponential kernel with isotropic distance measure:

k(xi, xj) = κ2 exp

(
−ρ2

2

D∑
d

(xi,d − xj,d)
2

)
, (3.14)

where κ and ρ are hyperparameters.
Since the latent variables f are linked together into a line graph G, it is obvious that

the covariances are closely related to the network structure: the variables are highly
correlated if they are adjacent in G, and vice versa. Therefore we can also employ
graph kernels, e.g. the regularized Laplacian kernel, as the covariance functions:

K =
[
β(L+ I/α2)

]−1
, (3.15)

where α and β are hyperparameters. L denotes the combinatorial Laplacian, which
is computed as L = D − A, where A denotes the adjacency matrix of the graph G. D
is a diagonal matrix with entries di,i =

∑
j Ai,j .

Although graph kernels have some successful applications to public transporta-
tion networks [Neumann et al. 2009], there are probably limitations when applying
the network-based kernels to the scenario of closed environments: the pedestrians in
a train station or a shopping mall have favorite or commonly used routes, they are not
randomly distributed on the networks. In a train station, the pedestrian flow on the
main corridor is most likely unrelated to that on the corridors leading to the offices,
even if the corridors are adjacent. To incorporate the information of the move pref-
erences (movement pa erns, collected from the local experts or tracking technology)
into the model, we explore a graph kernel inspired from the diffusion process [Kondor
& Lafferty 2002].

Assuming that a pedestrian randomly moves on the line graph G, from a vertex
i he jumps to a vertex j with nk

i,j possible random walks of length k, where nk
i,j is

equal to [Ak]i,j . Intuitively, the similarity of two vertices is related to the number
and the length of the random walks between them. Based on a diffusion process, the
similarity between vertices vi and vj is defined as

s(vi, vj) =

[ ∞∑
k=1

λk

k!
Ak

]
ij

, (3.16)

where 0 ≤ λ ≤ 1 is a hyperparameter. All possible random walks between vi and vj
are taken into account in similarity computation, however the contributions of longer
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walks are discounted with a coefficient λk/k!. The similarity matrix is not always
positive semi-definite. To get a valid kernel, the combinatorial Laplacian is used and
the covariance matrix is defined as [Kondor & Lafferty 2002]:

K =

[ ∞∑
k=1

λk

k!
Lk

]
= exp(λL) . (3.17)

On a traffic network within closed environment, the pedestrian will move not ran-
domly, but with respect to a set of movement pa erns. In case of the line graph, they
are denoted as sequences of vertices, e.g.,

T1 = v1 → v3 → v5 → v6,

T2 = v2 → v3 → v4,

T3 = v4 → v5 → v1,

. . .

 . (3.18)

Each movement pa ern Tℓ can also be represented as an adjacency matrix in which
Âi,j = 1 iff vi → vj ∈ Tℓ or vi ← vj ∈ Tℓ. The pa erns are subsequences of the
trajectories. For example, the pa erns of T1 are {v1 → v3, v3 → v5, v5 → v6, v1 →
v3 → v5, v3 → v5 → v6}. Given a set of movement pa erns T = {T1, T2, . . .}, a
random walk is valid and can be counted in similarity computation, if and only if all
steps in the walk belong to T and pa erns of T . Thus we have

ŝ(vi, vj) =

[ ∞∑
k=1

λk

k!
Âk

]
ij

, K̂ =

[ ∞∑
k=1

λk

k!
L̂k

]
= exp(λL̂)

Â =
∑
ℓ

Âℓ, L̂ = D̂ − Â, (3.19)

where D̂ is a diagonal matrix with entries d̂i,i =
∑

j Âi,j .
For pedestrian quantities fu at unmeasured locations u, the predictive distribution

can be computed as follows. Based on the property of GP, the observed and unob-
served quantities (y, fu)T follow a Gaussian distribution

[
y
fu

]
∼ N

(
0,

[
K̂u,u + σ2I K̂u,u

K̂u,u K̂u,u

])
, (3.20)

where K̂u,u are the corresponding entries of K̂ between the unmeasured vertices u

and measured ones u. K̂u,u, K̂u,u, and K̂u,u are defined equivalently. I is an identity
matrix of size |u|. Finally the conditional distribution of the unobserved pedestrian
quantities is still Gaussian with the mean m and the covariance matrix Σ:

m = K̂u,u(K̂u,u + σ2I)−1 y

Σ = K̂u,u − K̂u,u(K̂u,u + σ2I)−1 K̂u,u .

This Gaussian distribution denotes the mean of the unobserved traffic frequencies m
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and their covariances Σ.

3.7.1 Sensor Placement

Besides pedestrian quantity estimation, incorporating movement pa erns also en-
ables effectively finding sensor placements that are most informative for pedestrian
quantity estimation on the whole traffic network. Thus, for sensor placement we iden-
tify the most informative locations. This is utilized by the GP model of the pedestrian
quantities [Krause et al. 2006].

To identify the most informative locations I, we employ the exploration strategy,
maximizing mutual information [Krause et al. 2006]

argmax
I⊂V

H(V\I)−H(V\I | I) . (3.21)

This is equivalent to finding a set of vertices I in the line graph that maximally re-
duces the entropy of the traffic at the unmeasured locations V\I. Since the entropy
and the conditional entropy of Gaussian variables can be completely specified with
covariances, the selection procedure is only based on covariances of vertices and does
not involve any pedestrian quantity observations. To solve the optimization problem,
we employ a polynomial time approximate method [Krause et al. 2006]. In particular,
starting from an empty set I = ∅, each vertex is selected with the criterion:

v∗ ← argmax
v∈V\I

Hε(v | I)−Hε(v | I) , (3.22)

where I denotes the vertex set V\(I ∪ v). Hε(x|Z) := H(x|Z ′) denotes an approxi-
mation of the entropy H(x|Z), where any element z in Z ′ ⊂ Z satisfies the constraint
that the covariance between z and x is larger than a small value ε. Within the GP
framework, the approximate entropy Hε(x|Z) is computed as

Hε(x | Z) =
1

2
ln 2πeσ2

x|Z′

σ2
x|Z′ = K̂x,x − K̂T

x,Z′K̂−1
Z′,Z′K̂x,Z′ . (3.23)

The term K̂x,Z′ are the corresponding entries of K̂ between the vertex x and a set of
vertices Z ′. K̂x,x and K̂Z′,Z′ are defined equivalently. Given the informative move-
ment pa ern kernel, the pedestrian quantity observations at the vertices selected with
the criterion (3.22) can well estimate the situation of the whole traffic network (com-
pare validation in Section 3.7.2 and Chapter 6). Chapter 6 shows a successful appli-
cation to the zoo of Duisburg.

3.7.2 Validation

We compare our Gaussian Process Regression method with state-of-the-art traffic vol-
ume estimation approaches (compare Section 3.4).

In the experiments we use the Spatial S-kNN method [May et al. 2008] with
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distance-weighted 5 nearest neighbours (as [Neumann et al. 2009] does). Particularly
this method detects for each unmeasured edge the 5 nearest neighbours among the
measured ones. Their traffic frequencies are weighted by distance to achieve predic-
tion for the unmeasured ones. Since the Spatial kNN is a geometric algorithm which
requires spatial representation of the traffic network, we apply the Fruchterman Rein-
gold algorithm [Fruchterman & Reingold 1991] to lay out the synthetic test networks
in two-dimensional space and achieve spatial representations. Distances between
edges are computed with Euclidian metric. Additionally, we compare our method
to GPR with commonly used kernels, including regularized Laplacian (RL), squared
exponential (SE) and diffusion kernel (Diff), introduced in previous Section 3.7. The
prediction performance of the methods is measured with mean absolute error (MAE)
MAE = n−1

∑n
i=1 |yi − fi| .
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Figure 3.6: Distributions of vertex-degree (left) and number of vertices (right) among
170 large German train stations [Liebig et al. 2012b].

To approximate the true situation, we study traffic networks of the 170 largest pub-
lic train stations in Germany. The distributions of vertex-degree and vertex-number
are visualized in Figure 3.6. Given the collected information of the real-world train
stations, the synthetic data is generated as follows. We apply the real vertex-degree
distribution to the random network generator described in [Viger & Latapy 2005] and
draw the train station like random graphs of order 10. In these graphs we generate
pedestrian flows between dead ends (vertices of degree one), as no pedestrians re-
main permanently in a train station. The dead ends are selected pairwise and edge
frequencies are sampled along the shortest connecting path with a random frequency
of maximal 10,000 persons, which is a reasonable approximation for train station traf-
fic networks. Afterwards we select a random set of edges (ranging from 10 to 50 per-
cent of all edges) as monitored locations. Traffic frequencies at these edges are viewed
as evidence to estimate frequencies at unmeasured ones. At each se ing, we repeat
the experiment 100 times and report the distributions of prediction performance for
each method. The validation is not performed on the original 170 traffic networks as
they are a confidential part of an industrial project.

Experimental results are depicted in Figure 3.7. Grouped in blocks are the differ-
ent experiment configurations (different number of monitored edges). Statistics on
the MAE distribution per method are depicted in the five box plots (see Appendix B
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for an introduction to box plots). Figure 3.7 provides a condensed view, as every sin-
gle box-whisker plot in the diagram (compare Appendix B) represents 100 runs of the
algorithm. The corresponding condensed result tables are in Appendix C. Through-
out the tests, our method achieved minimal MAE and minimal median MAE, and
therefore best results for the pedestrian quantity estimation problem. The proposed
method outperformed commonly used S-kNN approach, especially when traffic net-
works are sparsely monitored. With increasing number of monitored edges, all meth-
ods, except the GPR with diffusion kernel, provide be er performance on pedestrian
quantity estimation given that MAE decreased and did not sca er that much. Within
the GP framework, the proposed movement pa ern kernel achieved best performance
compared to other kernels.
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Figure 3.7: Pedestrian quantity estimation on networks of train stations. Performance
is measured by MAE at se ings with different ratios of monitored edges (10 to 50
percent from left to right). The five methods: GPR with diffusion kernel (Diff), spa-
tial k-nearest neighbour (kNN), GPR with trajectory pa ern kernel (Pa ), GPR with
regularized Laplacian (RL) and GPR with squared exponential kernel (SE) [Liebig
et al. 2012b].

We validate the performance of the sensor placement in the visitor monitoring
application scenario, in Section 6.3.6. In brief, the sensor placement we proposed,
outperforms random placement in terms of estimation error. Furthermore the method
is also promising if the initial presumption on closed environments (Kirchhoff’s law
is fulfilled for pedestrian quantity within considered time interval) is violated, we
tested applicability for sensor number reduction (shown for a soccer stadium dataset
in Section 6.4.4).

3.8 Summary

Estimation of pedestrian quantities is an important question to various applications.
Utilizing the preliminary fundamentals, this chapter focused on pedestrian quan-
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tity estimation using movement pa erns. We presented two complementary regres-
sion approaches Least Squares Regression (LSR) and Gaussian Process Regression
(GPR) to tackle the task with different input data and constraints on movement.
Though existing approaches do not incorporate naturally occurring movement pat-
terns, we showed that these pa erns contain valuable information on spatial correla-
tions among traffic quantities.

In previous sections the presented methods are tested and analysed individually.
One common advantage of the presented methods is the independence of the run
time from the number of modelled pedestrians. Contradictions may occur in man-
ual pedestrian quantity measurements (presented in Section 2.3.3). The LSR method
can identify these contradictions occurring in empirical sensor readings, which are
likely in case of short term traffic counts [FDOT 2012], discussed in Section 3.6.1. The
GPR method not just outperforms existing ADT estimation methods, but supports
placement of a constrained number of sensors among the site.

In order to stress the benefits of our contributed methods, next, we revive the in-
troductory example at the T-Junction network consisting of only one junction, Sec-
tion 3.1. As shown in Figure 3.1, a T-Junction occurs in a wide corridor that goes
straight. At the junction a small corridor intersects and an expert knows that it is
most likely for persons to continue their walk straight ahead in the main corridor.
Assume further to have a frequency sensor placed in the main corridor which mea-
sures a known amount of people within considered time interval [Liebig et al. 2012b].
In Section 3.5, we applied existing state-of-the-art quantity estimation approaches,
and discussed why they fail in modelling the pedestrian quantities correctly. Here,
we apply the novel algorithms LSR and GPR to the problem, and achieve good re-
sults, as the knowledge on movement pa erns is incorporated by the two methods,
see Figure 3.8 and compare Sections 3.6 and 3.7 for details on the proposed meth-
ods. In Figure 3.8 the ground truth is depicted, with a relative frequency of 100% in
the horizontal corridor. Given the left handed frequency to the estimation algorithm
results by application of the LSR method in a correct traffic estimation (Figure 3.8 -
middle) and in case of the GPR for an almost correct estimation (Figure 3.8 - right),
with a relative estimation error at the unobserved corridors of 0.5%. These results
outperform related methods, compare Figure 3.3.

Figure 3.8: Application of our proposed methods to the T-Junction example.

Whereas this chapter focussed on algorithmic aspects of the quantity estimation
and validated the presented approaches, following chapters address the pa ern anal-
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ysis from observation data and describe a software system for pedestrian mobility
analysis as well as successful industrial application of the presented methods.





Chapter 4

Movement Pattern Analysis

based on Bluetooth Tracking Data

“It is a capital mistake to theorize before one has data.”

—Sir Arthur Conan Doyle1
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Previous chapters described the natural occurrence of mobility pa erns in pedestrian
mobility. We motivated and discussed the crucial task of pedestrian quantity estima-
tion which gives indispensable input to location evaluation, a ractor identification or
event monitoring scenarios. Two novel algorithms were presented that incorporate
these pa erns (either direct as sequences of visited places or via a heuristic) to achieve
estimations for the pedestrian quantities.

In this chapter, we describe, how to acquire these pa erns from observation
data. Thus, we utilize recently evolved Bluetooth tracking technology which records
Episodic Movement Data from pedestrian mobility and describe methods for analysis
of this particular type of data.

1Sco ish physician and writer, 1859–1930, A Study in Scarlet [Doyle 1969]
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Next chapters present a fusion of the quantity estimation and pa ern analysis
methods with sophisticated state-of-the-art sensor technologies to a system for pedes-
trian mobility analysis. Real world applications are presented afterwards.

4.1 Introduction

In Chapter 2 we presented a comprehensive overview on state-of-the-art pedestrian
tracking technologies. We started this survey with video surveillance and 3D laser
scan data continued by radio frequency based tracking technologies, e.g. GSM. In this
context, recently evolved Bluetooth scanners were also introduced. Next, we present
the latest contributions on Bluetooth tracking by the author of this thesis. Thus, we
study (after a recall of Bluetooth tracking technology) (1) the representativeness of
the recorded data and (2) the possibility to retrieve knowledge on microscopic move-
ment [Liebig & Kemloh Wagoum 2012,Utsch & Liebig 2012] as well as (3) macroscopic
analyses (spatial dependency models and temporal similarity clustering). Episodic
Movement Data is recorded by Bluetooth tracking since it holds the common uncer-
tainties on Accuracy, Coverage and Continuity. After a brief introduction to episodic
movement data, we present our contributions on the (visual) analysis of movement
pa erns and their probabilistic modelling.

Thus, we show that Bluetooth tracking data naturally preserves the sequence pat-
terns of pedestrian movement and therefore can be handed in directly to the Gaussian
Process pedestrian quantity estimation algorithm which was subject of the previous
chapter. This procedure (handing in the Bluetooth data which contains sequence pat-
terns directly to the quantity estimation algorithm) will be applied in Chapter 6 to
different application scenarios.

4.2 Bluetooth Tracking

In GPS-less environments novel technologies are required for pedestrian mobility
recording. Traditional approaches are surveys and video surveillance which are dis-
cussed in Section 2.3. Both methods are relatively difficult to realize. Surveys need
to draw a representative sample of the pedestrians both in space and time. In turn,
video surveillance systems require additional scaffoldings that need to be integrated
in existing architectures. Furthermore, their accuracy depends on weather and light
conditions.

The need for further robust passive localization technologies pushed the devel-
opment of sensors that are capable to monitor people’s movement. First choice is to
track most popular digital gadgets: mobile phones and intercoms. Analysis of mobile
network GSM (Global System for Mobile Communications) log files causes strong pri-
vacy objections [Gianno i & Pedreschi 2008]. This problem could be tackled by pro-
cessing the mobility data locally in the device. Recent work utilizes mobile devices to
monitor location based events (visits [Kopp et al. 2012],moves [Hoh et al. 2012]) or even
more complexmovement pa erns [Florescu et al. 2012]. However, so far their work just
processes streams of GPS position updates and efforts are required in order to utilize



4.2. Bluetooth Tracking 67

Figure 4.1: Bluetooth Scanner developed at Fraunhofer IAIS.

different radio frequency based positioning technologies, moreover, besides privacy
issues, the GPS and GSM data does not support precise indoor positioning.

Besides these existing approaches, Bluetooth tracking technology is an emerging
technology for combined indoor/outdoor monitoring tasks [Fuller 2009,Bruno & Del-
mastro 2003, Kolodziej & Hjelm 2006]. Bluetooth tracking belongs to the radio fre-
quency based tracking technologies. In the last years many of these radio frequency
technologies (GSM, GPS, Bluetooth, etc.) have emerged, each of them providing dif-
ferent positioning techniques. These positioning techniques bare different advan-
tages and disadvantages for various applications. They divide into following five
classes [Fuller 2009]:

� Proximity is a cell based technology. Whenever a tracked device is close enough
to a sensor to establish radio frequency communication (this is similar to access-
ing the sensors footprint) the location of the tracked device is mapped to this
particular cell. Usage of multiple sensors offers the possibility to track move-
ment.

� Direction Finding (DF) utilizes rotatable sensor areas and utilize the proximity
approach for a rotating sensor. Whenever a tracked device comes into the sensor
area, the direction of its finding is known and its position can be estimated by
use of multiple sensors.

� Angle Of Arrival (AOA) computes the angle between the sensor and the device.
The precision of (AOA) decreases with increasing distance due to the increasing
influence of dispersion of the radio waves and their echo. AOA requires a free
line of sight between sensor and tracked device. The utilization of two or more
sensors allows positioning of tracked device by angulation methods (compare
for example [Picard & de La Hire 1780] for an introduction to triangulation).

� Timing and Phase Of Arrival (TOA, POA) computes the time difference the
signal needs to traverse the distance between sensor and tracked device. In case
of multiple sensors, the device can compute distances to these sensors using a
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trilateration algorithm [Torge 2001]. Larger distances improve precision of this
localization technology. Time Of Arrival requires a precise synchronisation of
the involved devices.

� Radio Signal Strength (RSS)utilizes the dependency among signal strength and
distance. In theory, there exists an inverse proportional relation among these
two values, i.e., the higher the distance, the lower the signal strength. RSS lo-
calization is easily to realise, i.e. no additional processing of received values is
required (as it is for AOA and TOA). Similar to TOA, the position can be com-
puted by trilateration algorithms.

� Doppler uses both signal strengths from the tracked device to the sensor as well
as from the way back from the sensor to the tracked device. The signal, which is
sent from the tracked device, is compared to the one sent by the sensor. Thus, the
disturbances on the signal strengths have a lower impact on the sensor values.
The technology requires access to the data at the sensor and at the tracked device.

So far recently evolved Bluetooth Tracking sensors utilize various positioning tech-
niques from the ones mentioned above: Proximity, RSS and DF. Thus, such sen-
sors have been used in multiple scenarios: event monitoring at a soccer match in
France [Liebig & Kemloh Wagoum 2012] and a car race [Stange et al. 2011] with the
author’s contribution. There, a mesh of Bluetooth sensors has been placed at care-
fully selected indoor as well as outdoor locations. Besides event monitoring, also
other successful indoor applications of Bluetooth scanners are described in literature.
In [Pels et al. 2005] various scanners were placed at Dutch train stations to record tran-
sit travelers. Accurate locating and following of objects within complex facilities is as
well an important research topic [Hallberg et al. 2003]. So far Bluetooth tracking is
mostly used to monitor a sample of visitors [Liebig & Kemloh Wagoum 2012, An-
drienko et al. 2012,Hallberg et al. 2003] and extract their route choices [Liebig & Kem-
loh Wagoum 2012,Utsch & Liebig 2012]. The work presented in [Hagemann & Weinz-
erl 2008] uses Bluetooth tracking to track people among a public transportation net-
work, whereas [Leitinger et al. 2010] gives a general overview on possibilities using
Bluetooth tracking technology. The work in [Liebig & Kemloh Wagoum 2012] ex-
tracts the route choices of the visitors and hands them to an agent-based pedestrian
microsimulation in order to extract microscopic movement values. Whereas [Utsch
& Liebig 2012] uses the radio signal strength value directly for localization and route
choice detection in complex environments.

4.2.1 Sensor Technology

The Bluetooth sensor devices (also scanners, transceivers or beacons) throughout this
thesis are inspired by [Bruno & Delmastro 2003] and are assembled using a micro-
computer and three USB Bluetooth antennas. A Linux based software activates the
antennas inquiry mode and logs the (hashed [National Institute of Standards and
Technology 2002]) MAC addresses of the detected devices2. The scan interval of ap-
proximately 10.24s [Woodings et al. 2001, Bruno & Delmastro 2003] is (theoretically)

2A similar software for Bluetooth Tracking is published by the University of Ghent at
h ps://github.com/Rulus/Gyrid with GPL licence, last accessed 06/30/2012
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reduced to its third by utilization of three antennas which are started with delays.
This theoretic time span is required for the inquiry process consisting of frequency
hopping and device discovery [Bluetooth SIG 2004]. However, in practice the three
antennas are not synchronous and inquiry scans are not performed with a constant
frequency. This challenge was already addressed in the section on episodic movement
data (Section 2.2.4). The recorded data log entries consists of:

[time stamp], [sensor ID], [sha256(MAC)], [signal strength] .

The Bluetooth antennas are available in different types and the ones that we assem-
bled have a range of 20m or 100m. Nevertheless, since the inquiry mode requires
communication in both directions (from the sensor to the mobile device and vice
versa) [Bluetooth SIG 2004], the range of the sensors does not only depend on the
sensor’s antennas but also on the antenna in the mobile device (and its configuration).
Thus, lower sensor ranges of about 20m are expected and verified in preliminary tests.
The recorded unique Media Access Control addresses (MAC) of the Bluetooth anten-
nas of the mobile devices consists of six bytes [IEEE 2002]. Three of them depend
on the vendor [Bluetooth SIG 2004, IEEE 2002] and provide valuable information for
analysis.

In [Andrienko et al. 2012] and previous section, Section 2.2.4, the formalization of
recorded data is addressed. There, similarities to other episodic movement data are
presented as well as methods for their aggregation and visual representation.

However, since Bluetooth tracking just monitors a sub-sample of the population,
it is also important to study its spatio-temporal representativeness. One requirement
for representativeness of the recorded sub-sample is a constant ratio of detected de-
vices (to the total number of people) in space and time. This issue is addressed in the
following section at a soccer stadium.

4.2.2 Representativeness Analysis

Bluetooth tracking monitors just a sub-sample of the pedestrians and these pedestri-
ans walk in groups (see Section 2.1.3) and have route preferences and thus are not
distributed uniformly at random in space and time. Expected representativeness is
about 10% [Versichele et al. 2012a]. In order to analyse whether this sub-sample is
representative for all the pedestrians, additional analysis are required.

Thus, we place in a multi-purpose arena with digital access control Bluetooth scan-
ners next to the entry gates, see map depicted in Figure 4.2. The data was collected
during a soccer match on 15/05/2012 with approximately 43,000 visitors. In order to
compare the access control data with the Bluetooth measurements, it was not neces-
sary to cover all gates by scanners, since the access control provides detailed visitor
numbers for every single gate. As seen in the map, we covered the two main entrances
(north-west and south) to the arena. During the soccer match 36,734 persons passed
the two gates in total (this is the ground truth recorded by the access control). In turn,
Bluetooth tracking recorded 2,581 which results in a detection ratio of 7.03%.

Given this ratio, further investigation is required to ensure whether the recordings
of the Bluetooth scanners are representative for all visitors in space and time. In order
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Figure 4.2: Locations of the Bluetooth scanners (red dots) at the multi-purpose arena.

to analyse representativeness it is necessary to consider both extents of the spatio-
temporal data. Next we analyse whether the detection ratio persists among the two
gates at every time interval.

Bluetooth tracking records a person during its stay in a scanner footprint. Thus,
multiple data points can be available for a particular person in a sensor log file. As
the scanners are located at the gates, the first and the last data point for a person
can be considered to represent its entry and exit. However, because the access control
generated just one data point for every single person at its arrival, the comparisons are
performed with the entry-event, which results from the first log-entry for a particular
Bluetooth enabled device.

First, we evaluate the spatial representativeness. Therefore, we analyse which en-
try the visitors have used to access the arena. The access control recorded 66% of the
(considered 36.734) people at the southern gate. In comparison, Bluetooth recorded
65% (of the recorded 2.581) at the southern gate. Hence, the spatial distribution of the
people is similarly spatially distributed.

Next, the temporal representativeness is analysed. The entry events are aggre-
gated in 30 minute intervals and normalized by their total number. This results in
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a percentage of the recorded visitors for every time slice. The values are plo ed to-
gether in Figure 4.3. Furthermore, the computation of the correlation among the two
time graphs returns 0.997. The same analysis is repeated with shorter time intervals
of just 15 minutes. These analyses are as well shown in Figure 4.3. The correlations
in these cases are slightly lower: returning 0.982 at the southern gate and 0.987 at the
northern gate. These high correlations justify that the data is also time-representative.

Figure 4.3: Temporal Bluetooth counting representativity in comparison to access con-
trol.
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In summary, the presented empirical analysis confirmed spatio-temporal repre-
sentativeness and we obtained very high correlation and accuracy in both time and
space dimensions. Thus, the Bluetooth tracking data can be scaled in order to retrieve
the total visitor number.

4.3 Microscopic Movement Analysis using Bluetooth

Besides the total number of persons at the sensor locations and the flows among the
sensors, the individual position and route choice might be of interest as it provides
the fundamentals for intelligent location aware environments. Such detailed move-
ment information is also called microscopic movement. In this section, we briefly
mention two complementary approaches to derive microscopic movement data from
Bluetooth tracking. First one applies agent based simulation to reconstruct people’s
movement [Liebig & Kemloh Wagoum 2012] and the other one makes use of the
radio signal strength to reconstruct individual positions and path choices [Utsch &
Liebig 2012]. This is not the main focus of the thesis, but it highlights the capabilities
of Bluetooth tracking and provides a comprehensive overview on the applicabilities
in combination with the next section on macroscopic movement analysis.

4.3.1 Modelling Microscopic Movement using Micro-Simulation

In the joint work [Liebig & Kemloh Wagoum 2012] we propose the combination
of an agent-based pedestrian simulation (the Generalized Centrifugal Force Model
GCFM [Chraibi et al. 2011], compare Section 2.4.2.1) with Bluetooth tracking data. The
GCFM utilizes navigation graphs to determine intermediate goals of the agents. This
could be easily matched with the Bluetooth sensor positions. Therefore, the pedes-
trian simulation represents the realistic route choice distribution. We refer to [Liebig
& Kemloh Wagoum 2012] for more details.

4.3.2 Monitoring Microscopic Movement based on Bluetooth Radio
Signal Strength

Another possibility for reconstruction of the individual position and route choice was
proposed in [Utsch 2011]. We extended this approach in the joint publication [Utsch &
Liebig 2012]. Bluetooth sensors were placed equidistant with overlapping footprints.
The radio signal strengths of multiple sensors are combined to a footprint. These foot-
prints are compared to reference measurements. This process can reveal individual
positions (and route choices as well) based on Bluetooth tracking. For more details,
we refer to [Utsch & Liebig 2012].

4.4 Macroscopic Movement Analysis using Bluetooth

The popularity of cellular phones and advances in information and sensor technolo-
gies lead the way towards new location recording techniques and thus new types
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of movement data. Whereas previous section addressed the investigation of indi-
vidual mobility, this section tackles the macroscopic movement models. Based on
the episodic sensor readings derived from Bluetooth tracking technology, we create
spatio-temporal aggregates of people’s presence and flow which are subject for anal-
ysis.

EpisodicMovement Data (Section 2.2.4) refers to data about spatial positions of mov-
ing objects where the time intervals between the measurements may be quite large
and therefore the intermediate positions cannot be reliably reconstructed by means
of interpolation, map matching, or other methods3. Such data can also be called tem-
porally sparse; however, this term is not very accurate since the temporal resolution of
the data may greatly vary and occasionally be quite fine. There are multiple ways of
data collection producing episodic movement data:

� Location based: Positions of objects are recorded only when they come into the
range of static sensors. The temporal resolution of the collected data depends
on the coverage and density of the spatial distribution of the sensors.

� Activity based: Positions of objects are recorded only at the times when they
perform certain activities, for example, call by mobile phones, pay by credit
cards or send posts to a community website.

� Device based: Positions are measured and recorded by mobile devices a ached
to the objects but this cannot be done sufficiently frequently, for example, due
to the limited ba ery lives of the devices i.e. when tracking movements of wild
animals.

Irrespective of the collection method we can identify three types of uncertainty (de-
picted in Figure 4.4) [Andrienko et al. 2012].

� First, the common type of uncertainty in any episodic movement data is the lack
of information about the spatial positions of the objects between the recorded po-
sitions (continuity), which is caused by large time intervals between the record-
ings and by missed recordings.

� Second, a frequently occurring type of uncertainty is imprecision of the recorded
positions (accuracy). Thus, a sensor may detect an object within its range but
may not be able to determine the exact coordinates of the objects. For a mobile
phone call, the localization precision may be the range of a certain antenna but
not an exact point in space. Due to these uncertainties, episodic movement data
cannot be represented as continuous trajectories, i.e., lines in the spatio-temporal
continuum where known (measured) positions are linked by straight or curved
segments.

� Third, the number of recorded objects (coverage) may also be uncertain due to
the usage of a service or due to the utilized sensor technology. For example, one

3published with a major contribution of the author in:
N. Andrienko, G. Andrienko, H. Stange, T. Liebig and D. Hecker. Visual Analytics for Understanding Spatial Situa-
tions from Episodic Movement Data. KI - Künstliche Intelligenz, pages 241–251, 2012.
T. Liebig, G. Andrienko and N. Andrienko. Methods of Analysis of Episodic Movement Data. In Mobile Tartu, pages
24–25, 2012
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Figure 4.4: Common Uncertainties in Episodic Movement Data, compare Sec-
tion 2.2.4.

individual may carry two or more devices with Bluetooth transceivers, which
will be registered by Bluetooth sensors as independent objects. On the other
hand, the sensors only capture devices with activated Bluetooth services. The
activation status may change while a device carrier moves from one sensor to
another.

Many of the existing visual and data mining methods designed for dealing with move-
ment data are explicitly or implicitly based on the assumption that movement is con-
tinuous between the measured positions and are therefore not suitable for episodic
data. Interpolation is obviously involved in visual representation of trajectories by
continuous lines but it is also implicitly involved in computation of movement speeds,
directions, and other a ributes characterising the movement (these computations also
assume that the positions are precise). The same holds for the summarisation of move-
ment data in the form of density or vector fields. Mining methods for finding pa erns
of relative or collective movement of two or more objects (e.g. meeting or flocking)
also require fine-resolution data. Since many of the existing methods are not appli-
cable to episodic movement data, there is a need in finding suitable approaches for
analysing this kind of data. Due to the uncertainties, episodic data are usually not
suitable for studying the movement behaviours of individual objects.

In order to overcome these shortcomings, we suggest the aggregation of many in-
dividual tracks to compensate for missing data and uncertainties in the spatial and
temporal coverage. By example of episodic movement data, we motivate the utili-
sation of visual and computational methods for analysing complex data. Visual an-
alytics strives at multiplying the analytical power of both human and computer by
finding effective ways to combine interactive visual techniques with algorithms for
computational data analysis [Keim et al. 2008]. The key role of the visual techniques
is to enable and promote human understanding of the data. Particularly, visual ana-
lytics can help in understanding the data for data mining tasks, such as distributions,
features, clusters, pa erns. Visual analytics approaches are applied to data and prob-
lems for which there are (yet) no purely automatic methods to deal with. By enabling
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human understanding, reasoning, and use of prior knowledge and experiences, vi-
sual analytics can help the analyst to find suitable ways for data analysis and problem
solving, which, possibly, can later be fully or partly automated. Thus, visual analyt-
ics can drive the development and adaption of learning and mining algorithms. In
the next sections, we describe sequence pa ern mining and aggregation of episodic
movement data and present the analysis tasks in which the episodic movement data
can be used. Then, after discussing the relevant literature, we present our visual an-
alytics methods (clustering and correlation analyses) and tools using an example of
episodic movement data collected by Bluetooth sensors.

4.4.1 Sequence Pattern Mining

Movement data naturally contains movement pa erns due to the non-random in-
dividual movement (compare Section 2.1). In case of episodic movement data, the
pa erns are still preserved in the data and existing analysis methods can be applied
to extract them. In [Kisilevich et al. 2010] sequence pa ern acquisition on episodic
movement data (in this case geo-tagged photos) is performed using the Teiresias al-
gorithm [Rigoutsos & Floratos 1998]. This algorithm was designed for biological se-
quence mining and it provides three important parameters for pa ern search:

� L - number of literals in the pa ern,

� K - minimum number of occurrences of the pa ern,

� W - minimum length of pa ern.

Given these three parameters, the Teiresias algorithm performs a frequent pa ern
search for Episodic Movement Data, which gives insights on movement preferences.

However, the Bluetooth tracking data preserves movement pa erns, and no pat-
tern mining is required for handing it in the quantity estimation algorithm. Next
sections present more practical methods for visual inspection of spatial or temporal
correlations in the recorded data.

4.4.2 Spatio-Temporal Aggregation

Episodic movement data consist of records including the following components: ob-
ject identifier ok, spatial position pi, time t, and, possibly, other a ributes. The spatial
position may be specified directly by spatial (geographic) coordinates p = (x, y) or
p = (x, y, z) or by referring to a sensor or location having a fixed position and dimen-
sion in space. A chronologically ordered sequence of positions of one moving object
can be regarded as an abstract trajectory which is spatially and temporally discontin-
uous. For temporal aggregation of the data, time is divided into intervals. Depending
on the application and analysis goals, the analyst may consider time as a line (i.e. lin-
early ordered set of moments) or as a cycle, e.g., daily, weekly, or yearly. Accordingly,
the time intervals are defined on the line or within the chosen cycle. For spatial ag-
gregation, it is necessary to define a finite set of places visited by the moving objects.
For the aggregation, two different cases of object positions need to be distinguished:
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� The object positions in the data are limited to a finite set of predefined positions,
such as positions of sensors or cells of a mobile phone network.

� The object positions in the data are arbitrary. This is the case when the positions
are received from mobile devices worn by the objects and capable of measuring
absolute spatial positions, such as GPS devices.

In the first case, the different positions from the data can be directly used as places
for the aggregation. To do analysis at a higher spatial scale, the analyst may group
neighbouring positions and define places as convex hulls or spatial buffers or Voronoi
polygons around the groups. In the second case, spatial tessellation may give the
required set of places (space compartments) for the aggregation. Arbitrary divisions,
such as regular grids, do not reflect the spatial distribution of the data. It is more
appropriate to define space compartments so that they enclose existing spatial clusters
of points.

However, these clusters may have very different sizes and shapes, which has two
disadvantages. First, it is computationally hard to automatically divide a territory into
arbitrarily shaped areas enclosing clusters. Second, the areas would differ much in
their sizes, and the respective aggregates would be incomparable. Therefore, we sug-
gest a method that divides a territory into convex polygons of approximately equal
sizes on the basis of point distribution [Andrienko & Andrienko 2011]. The method
finds spatial clusters of points that can be enclosed by circles with a user-chosen ra-
dius. A concentration of points having a larger size and/or complex shape will be
divided into several clusters. The centroids of the clusters are then used as generat-
ing points for Voronoi tessellation [Dirichlet 1850, Voronoï 1908]. The centroids are
the points with the minimal average distance to the cluster members. They are usually
located inside concentrations of points.

On the basis of the defined set of places P , each trajectory is represented
by a sequence of visits v1, v2, . . . , vn of places from P . A visit vi is a tuple <

ok, pi, tstart, tend >, where ok is the moving object, pi ∈ P is a place, tstart is the starting
time of the visit, and tend is the ending time. Complementary to this, each trajectory is
also represented by a sequence of moves m1,m2, . . . ,mn−1, where a move mi is a tu-
ple < ok, pi, pi+1, t0, tfin > describing the transition from place pi to place pi+1. Here
t0 is the time moment when the move began (it equals tend of the visit vi of the place
pi) and tfin is the time moment when the move finished (it equals tstart of the visit
vi+1 of the place pi+1). It should be borne in mind that consecutively visited places pi
and pi+1 in a discontinuous trajectory are not necessarily neighbours in space. Hav-
ing a dual representation of trajectories, as sequences of visits and as sequences of
moves, the data can be aggregated in two complementary ways. First, for each place
pi and time interval ∆t, the visits of this place in this interval are aggregated, i.e., the
tuples < ok, pi, tstart, tend > where ∀t : tstart ≤ t ≤ tend and t ∈ ∆t. The count of
the visits and the count of different visitors (ok) are computed. If the original data
records include additional a ributes, various statistics of these a ributes can also be
computed, such as minimum, maximum, average, median, etc.

Hence, each place is characterized by two or more time series of aggregate values:
counts of visits, counts of visitors, and, possibly, additional statistics by the time inter-
vals. The second way of aggregation is applied to links, i.e., pairs of places < pi, pj >
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such that there is at least one move from pi to pj . For each link < pi, pj > and time
interval ∆t, the moves from pi to pj in this interval are aggregated, i.e., the tuples
< ok, pi, pj , t0, tfin > where tfin ∈ ∆t (which means that only the moves that finished
within the interval ∆t are included). The count of the moves and the count of dif-
ferent objects that moved (ok) are computed. If the original data includes additional
a ributes, it is also possible to compute changes of the a ribute values from t0 to tfin
and then aggregate the changes by computing various statistics. Hence, each link is
characterized by two or more time series of aggregate values: counts of moves, counts
of moving objects, and, possibly, additional statistics of changes by the time intervals.
These two ways of aggregation support two classes of analysis tasks:

� Investigation of the presence of moving objects in different places and the tem-
poral variation of the presence. The presence is expressed by the counts of visits
and visitors in the places.

� Investigation of the flows (aggregate movements) of objects among different
places and the temporal variation of the flows. The flows are represented by the
counts of moves and moving objects for the links. These aggregate a ributes are
often referred to as flow magnitudes.

In both classes of tasks, the aggregated data can be viewed in two ways. Obviously,
the data can be viewed as time series associated with the places or links. The analyst
can investigate the individual time series or groups of time series (e.g., clusters of
similar time series) using existing methods for time series analysis. On the other hand,
the data can be viewed as a sequence of spatial situations associated with the time
intervals. A spatial situation is the distribution of the object presence or flows over the
whole territory during a time interval. The different views on aggregated movement
data are illustrated by maps in Figure 4.5.

Figure 4.5: Views on Aggregated Episodic Movement Data [Andrienko et al. 2012].

In Figure 4.5A and 4.5B, time series of aggregate values associated with two se-
lected places (A) and with a selected link between two places (B) are represented by
polygons where the horizontal dimension represents time and the height is propor-
tional to the values in different time intervals. The places themselves are represented
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by ellipses and the link by a special symbol (further referred to as flow symbol) look-
ing as a half of an arrow and pointing in the direction of the movement. Such half-
arrow symbols are used to be able to represent flows between two places in two op-
posite directions. In Figure 4.5C and 4.5D, spatial situations in a selected time in-
terval in terms of presence (C) and flows (D) are shown. The presence is shown by
proportional heights of the bars drawn in the places and the flow magnitudes by pro-
portional widths of the flow symbols. A map where aggregated movement is shown
by flow symbols is called flow map [Kraak & Ormeling 2003]. It should be consid-
ered that by convention flow symbols (e.g. arrows) represent only counts of items or
amounts of goods moving between some places but not the routes of the movement.
In Figure 4.5D there are many intersections among the flow symbols, which clu er the
display. This is a consequence of the discontinuity of the original trajectories, where
consecutive recorded positions may be quite distant in space. For the brevity sake,
we shall call spatial situations in terms of presence as presence situations and spatial
situations in terms of flows as flow situations.

4.4.3 Clustering of Presence Situations

Clustering of spatial situations in different time intervals by similarity reduces the
workload of the analyst: instead of exploring each situation separately, it is possi-
ble to investigate groups of similar situations. Besides, an appropriate visual rep-
resentation of the clustering results can disclose the pa erns of the temporal varia-
tion: whether similar spatial situations occur adjacently or closely in time or may be
separated by large time gaps, whether the changes between successive intervals are
smooth or abrupt, whether the variation is periodic, etc. This method was introduced
within the joint publication [Andrienko et al. 2012].

For the clustering of presence situations, in each time interval the presence situ-
ations may be represented by a feature vector consisting of the presence values (i.e.,
the counts of visits and/or visitors) in all places. Any partition-based clustering algo-
rithm can be applied to these feature vectors. For example we may apply the k-means
clustering from the WEKA library [Hall et al. 2009], as in [Andrienko et al. 2012]. The
results of the clustering are immediately visualized. The centres of the clusters are
projected onto a two-dimensional colour space as shown in [Andrienko et al. 2012]
(for convenience cited in Figure 4.6). In the upper left corner of the figure the cluster
centres are represented by dots. This is done by means of Sammon’s mapping [Sam-
mon 1969]. The projection display is used for three purposes:

� first, for assigning colours to clusters so that close clusters receive similar
colours,

� second, for testing the sensitivity of the clustering results to the parameters of
the algorithm (k in our example), and,

� third, for detecting very close clusters that can be united.

Thus, in our example we have tried different values of k from 5 to 20 and found that
starting from k = 11 increasing the value of k results only in appearing new dots
very closely to one or more other dots while the number and relative positions of
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the dots in the remaining space do not change. Closeness of dots means that the
respective clusters do not substantially differ. Hence, we take the result for k = 11;
however, it contains a concentration of five dots close to each other, i.e., the respective
clusters are very similar. Decreasing k does not unite these clusters but decreases
the number of the other clusters whose centres are not so close. This means that the
clustering algorithm tends to produce more clusters where the data density is higher.
To decrease the number of close clusters while preserving the clusters that are less
similar, we apply the clustering tool only to the members of the five close clusters
and set k to 2. In the result, the five chosen clusters are replaced by two clusters. In
total, we have eight sufficiently dissimilar clusters of the presence situations.

Figure 4.6: Clustering of Presence Situations. The presence situations in different time
intervals have been clustered by similarity. The cluster colours are propagated to the
respective time intervals. The presence situations are summarized by the clusters. The
mean values of the presence are shown by proportional heights of the bars [Andrienko
et al. 2012]

The clusters are represented in a summarized way on a multi-map display as in



80 Chapter 4. Movement Pattern Analysis based on Bluetooth Tracking Data

Figure 4.6. Each of the small maps represents a cluster; the map caption has the colour
of the cluster. To obtain a summary of a cluster, the descriptive statistics of the pres-
ence values for the places (minimum, maximum, sum, mean, median) are computed
from all situations included in the cluster. One or more of these statistics can be vi-
sualized on the multiple maps. In Figure 4.6, the mean numbers of place visitors are
represented on the maps by proportional heights of the bars. The colours of the clus-
ters can be used for colouring time intervals in temporal displays, such as time graph
(Figure 4.6 top right) and time mosaic (Figure 4.6 bo om), which can be used for ex-
ploring the temporal pa erns of the variation of the presence situations. The time
graph shows the time series of number of visitors to the places.

4.4.4 Clustering of Flow Situations

The spatio-temporal variation of the flows is explored analogously to the variation
of the presence except that the clustering and visualization tools are applied to the
flow situations instead of the presence situations. We proposed this analysis within
the joint work [Andrienko et al. 2012]. The flow situation in each time interval is
represented by a feature vector consisting of the flow magnitudes (counts of moves
and/or moving objects) of the links in this interval. For convenience, Figure 4.7, cited
from [Andrienko et al. 2012], exemplary shows a projection of cluster centres onto the
colour space and the propagation of the cluster colours to the time graph of the counts
of moves and to the time mosaic.
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Figure 4.7: Clustering of Flow Situations. The flow situations in different time in-
tervals have been clustered by similarity. The cluster colours are propagated to the
respective time intervals. The flow situations have been summarized by the clusters.
The mean flow magnitudes are shown [Andrienko et al. 2012]
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4.4.5 Modelling Correlations with Spatial Bayesian Networks

Visual exploration of the recorded episodic trajectories gives indispensable insights
on pedestrians’ movement. For determination of visitor preferences or identification
of potential hazards it is necessary to discover the dependencies, correlations and
pa erns among the movements. Therefore, this section tackles the computationally
enabled visual exploration of a Bluetooth tracking dataset for inner dependencies
which result from the non-random movement of the people. Existing approaches,
e.g. direct database access or usage of a trajectory data warehouse (TDW) [Orlando
et al. 2007, Raffaetà et al. 2011] are unfeasible, since the first one requires powerful
database hosts and the second one pre-aggregates the data and so it prevents further
analysis.

In this section we present a model-based approach which overcomes the limi-
tations of existing methods by construction of an intermediate probabilistic model
which preserves major location dependencies within the tracking data. Our approach
represents the movement data by an easy-to-handle descriptive model, namely a Spa-
tial Bayesian Network (SBN)4. This probabilistic model denotes the conditional prob-
abilities among visits to discrete locations and it thus holds all required information
in a compact format for further querying. Afterwards, the previously trained SBN is
utilized for visual analysis and depiction of the co-visits’ distribution.

Location dependencies describe the co-occurrence of geographic locations within
a trajectory. They occur naturally as personal movement is purpose-driven and not a
random walk through a city. Location dependencies can be expressed as conditional
probability to visit an arbitrary location given that another (set of) location(s) is visited
within a trajectory as well. More formally, given a finite universal set L of discrete
geographic locations, a set L+ ⊆ L containing locations that are visited with certainty
and a set L− ⊆ L \ L+ containing locations that are not visited with certainty within
a trajectory, we can specify the location dependency of an arbitrary location l ∈ L
by the probability P (l | L+,¬L−). The sets L+ and L− are also called positive and
negative evidence, respectively.

The task to extract and preserve such dependencies from a dataset into a Bayesian
Network is twofold (1) search for the Bayesian Network Structure and (2) assigning
the common probability tables to each random variable. This task is called Bayesian
Network Learning. Many algorithms tackle this task, in this work we base our anal-
ysis on the Scalable Sparse Bayesian Network Learning algorithm (SSBNL) [Liebig
et al. 2008] as this was especially designed to meet the demands of spatial data mining.
The Scalable Sparse Bayesian Network Learning (SSBNL) algorithm [Liebig et al. 2008]
combines the advantages of the Sparse Candidate [Friedman et al. 1999] and the Screen
Based Network Search [Goldenberg & Moore 2004]. It bounds the number of possi-
ble ancestors similar to [Friedman et al. 1999] by pre-sampling a given sparseness in

4published with a major contribution of the author in:
T. Liebig, Z. Xu and M. May. Incorporating Mobility Pa erns in Pedestrian Quantity Estimation and Sensor Placement.
In J. Nin and D. Villatoro, editors, Proceedings of the First International Workshop on Citizen Sensor Networks
CitiSens 2012, LNAI 7685, pages 67–80. Springer, 2013
T. Liebig, C. Körner and M. May. Scalable Sparse Bayesian Network Learning for Spatial Applications. In ICDM Work-
shops, pages 420–425. IEEE Computer Society, 2008.
T. Liebig, C. Körner and M. May. Fast Visual Trajectory Analysis Using Spatial Bayesian Networks. In ICDM Work-
shops, pages 668–673. IEEE Computer Society, 2009.
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the database, and bounds the edgeset to most significant dependencies by only pro-
cessing frequent itemsets similar to [Goldenberg & Moore 2004]. This is done in a
two-step algorithm: First, we pre-sample within each route a set of maximal k distinct
locations uniformly distributed among the trajectory. Afterwards, we enumerate fre-
quent variable sets on this pre-sampled data with threshold t and maximal length
ml. The result is a bounded number of location-subsets adjustable in their size. For
each of these sets a local Bayesian Network is determined in a second step that fits
the original data best and the involved edges become collected on a stack. Next, this
stack is sorted according to the score of the local networks. In a third step, edges are
drawn from the ordered stack to construct a global Bayesian Network. Constraints
for this selection are that every chosen edge must not create any cycle in the network
but increase the score of the final network. Afterwards, a final database scan of the
original trajectory dataset is required to recompute the common probability tables for
each vertex in the global Bayesian Network.

The whole Scalable Sparse Bayesian Network Learning (SSBNL) algorithm uses
pre-sampling to transform an arbitrary dataset to a processable one with adjustable
size and density. Although being an approximation algorithm, the guaranteed out-
put is one of its main advantages. It gives a reasonable approximation for positive
correlations [Liebig et al. 2008], because the most significant dependencies persist the
pre-selection of variables.

However, in order to answer queries correctly in our visual trajectory analysis,
the model also needs the ability to represent negative correlations. Otherwise we
are unable to express exclusive or (XOR) relations among locations in a trajectory,
e.g. “If a person passes location A it is unlikely to pass location B within the same
trajectory”. Including edges to a Bayesian Network is always possible, if it does not
create directed cycles in the network structure. Thus we sample multiple pairs of
variables. In case both variables of a pair correlate negative and an edge would be
valid and increases the network score, we insert an edge into the network (see lines 18
to 27 in Algorithm 2). This pairwise approach is reasonable as shown in [Meilă 1999].
The complete network learning Algorithm is summarized in Algorithm 2.

The algorithm was successfully applied to aggregated mobile phone data in
[Liebig et al. 2009] and the application of the algorithm to Bluetooth tracking data
is described in [Liebig et al. 2013] and presented in Section 6.4.3.3. The SBN model
provides a compact and generative representation of the latent correlations within
the trajectory dataset. The visual user interface, integrated into a Geographic Infor-
mation System, interacts only with the model and is thus independent of the size of
the underlying trajectory database.
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Algorithm 2 S S B N L [L . ₂₀₀₈]
Input: D , complete dataset

k , maximal frequent set size
ml , frequent set length
t , support threshold
n , number of random edges
g(·) , Bayesian Network score

Output: BN , a Bayesian Network
1: for all observations ω ∈ D do
2: ω′ := sample k locations from ω
3: add ω′ to D′

4: end for
5: FS := enumerate frequent sets (D′,t,ml)
6: for all fs ∈ FS do
7: BN∗ = argmaxBNonfs g(BN,D)

8: add edges of BN∗ to edgedump or if already in edgedump increase their
score

9: end for
10: sort edgedump decreasing
11: for all edge ∈ edgedump do
12: if BN ∪ edge contains no cycle then
13: if g(BN ∪ edge) > g(BN) then
14: add edge to BN
15: end if
16: end if
17: end for
18: for i = 1 to n do
19: sample 2 different locations X1, X2

20: if X1, X2 correlate negative then
21: if BN ∪ edge(X1, X2) contains no cycle then
22: if g(BN ∪ edge) > g(BN) then
23: add edge to BN
24: end if
25: end if
26: end if
27: end for
28: return BN

4.5 Summary

In this chapter we described how to analyse Bluetooth tracking data (with visual an-
alytics methods, by computing its representativeness, by using microscopic simula-
tion and macroscopic analysis and by modelling inner trajectory dependencies and
sequence pa erns) and how to utilize episodic movement data for mobility pa ern
acquisition.

Hence, the representativeness of the recorded data was firstly addressed. Blue-
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tooth tracking data processing records just a small percentage (about 7%) of the
present people (i.e. those which carry along a mobile device with enabled Bluetooth
visibility). Besides creating the awareness for this challenge when processing Blue-
tooth data (also stated in recent related literature e.g. [Versichele et al. 2012a, Ver-
sichele et al. 2012b, Qiang et al. 2012, Naini et al. 2011, Leitinger et al. 2010]), for the
first time, we contribute a detailed analysis of the spatio-temporal representativeness
of the recorded sub-sample. This preliminary study was conducted during a soccer
match at a multipurpose arena, as the application scenarios also include a soccer sta-
dium. The results are promising, since Bluetooth tracking provided a high correlation
to the automatically recorded access control data (at lowest 0.98) for discrete spatio-
temporal slices (space separated by gate, time aggregated in 15 minutes). However,
this justification of utilization of Bluetooth tracking for pedestrian monitoring needs
to be repeated for every application scenario, because an (eventually) varying socio-
demographic composition of the persons in another closed environment, could cause
different Bluetooth usage behaviour.

After this preliminary test, we recalled the distinction of microscopic mobility and
macroscopic mobility from Section 2.4. We discussed methods for analysis of Blue-
tooth tracking data regarding both aspects, the microscopic as well as the macroscopic
ones.

Firstly, for the analysis of microscopic mobility (i.e. locations and routes) from
Bluetooth tracking data we described two methods. The first utilizes a state-of-the-
art microsimulation (Generalized Centrifugal Force Model) and proposes the adjust-
ment of the simulation to the recorded data. The second one applies radio signal
strength fingerprinting in order to extract the individual locations and route choices.
The studies [Utsch & Liebig 2012] revealed that Bluetooth tracking provides micro-
scopic location reproduction with an accuracy of up to 4 meters and robust route
choice reproduction, regarding the exits of a closed environment or the intermediate
targets among the rooms.

Secondly, we focussed on the analysis of macroscopic pedestrian mobility from
Bluetooth tracking data which is subsumed by the novel term Episodic Movement Data
as it comprises the uncertainties on continuity, accuracy and coverage. Therefore, we
considered analysis of the most frequent sequence pa erns (introduced in [Kisile-
vich et al. 2010]) and our contributed methods for visual analysis of the raw data
and its spatio-temporal aggregates (move counts and flow counts). Afterwards, tem-
poral clustering of these aggregates was proposed which provide even more detailed
spatio-temporal insights of the crowd movement and its phases. As the individual
movement preferences and movement pa erns lead to co-visit correlations among
the locations we contributed a method for robust visual analysis of these dependen-
cies which applies Spatial Bayesian Networks.

Proposed methods for Bluetooth tracking data analysis and their applications
in real-world scenarios will be discussed in Chapter 6. In combination with the
contributed pedestrian quantity estimation methods (previous chapter) and goal-
oriented software framework (next chapter), our contribution to the Bluetooth track-
ing, with hardware assembling, as well as introducing specific analysis methods
rounds the analysis of pedestrian mobility up.





Chapter 5

A System for Pedestrian Mobility

Analysis

“It is not enough for code to work.”

—Robert C. Martin 1
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Previous chapters discussed the specifics of pedestrian movement and motivated the
question for pedestrian volume estimation. Empirical facts on movement behaviour
have been highlighted as well as methods for digital data storage. We described how
motivated individual mobility leads to movement pa erns in mobility recordings and
presented models for their representation. Furthermore, various pedestrian mod-
els have been discussed which describe different aspects of mobility (microscopic or
macroscopic ones) based on preliminary assumptions.

1American software consultant and author, born 1975, Clean Code: A Handbook of Agile Software Crafts-
manship [Martin 2009]
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Utilizing this preliminary work, this chapter focuses on the software design of
a system for pedestrian mobility analysis. Based on the requirements which will be
elicited from the use cases, we contribute a comprehensive approach: The compo-
nents: (1) user interaction, (2) empirical data recording and (3) data analysis are com-
bined to a system for pedestrian mobility analysis.

5.1 Introduction

Pedestrian quantity estimation is a crucial task for Location Evaluation, A ractor Iden-
tification and Abnormality Detection application scenarios. The measurement data is
limited to a bounded number of locations due to budget restrictions. Therefore, quan-
tity estimation methods are required to estimate the number of people at unobserved
locations.

A software system for pedestrian mobility analysis supports in each of the appli-
cation scenarios the analyst and creates a comprehensive system to derive the needed
quantity estimations. It is required to provide a system that is multi faceted and adapt-
able for each of the application scenarios. We contribute in this thesis not only with
two efficient approaches to quantity estimation (Chapter 3) and methods for analysis
of Episodic Movement Data (Chapter 4), but also with a software system for pedes-
trian mobility analysis in this chapter.

In this chapter we present the system and an instance of an implementation and
application to real world data. Starting from the application domain perspective, we
derive a model architecture and create a software solution [Bruegge & Dutoit 2010]
for the pedestrian quantity estimation problem.

To come up with a software system for pedestrian mobility analysis we perform
several consecutive software design steps. Next sections give preliminary definitions
and a brief introduction to software engineering (for a comprehensive introduction
into software development compare [Jacobson & Ng 2004]). The first step is the re-
quirement engineering phase. This phase comprises (1) requirement elicitation: non-
functional and functional requirements will be derived from the application scenarios.
The next step is to derive use cases and user roles. After the requirements engineer-
ing phase the architecture design phase is tackled. The following sections discuss and
present the phases of the software system development for our proposed system.

5.2 Preliminary Definitions

Before we address the software architecture process in detail, we succinctly introduce
some preliminary definitions for the software design domain.

Definition 18 (Software Architecture) The architecture of a software system consists of

� its structure (i.e. its components),

� its interfaces and

� relations among the components [Bass et al. 2003].
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Thus the architecture has to (1) define the components of a software system, as well
as (2) its interactions and needs to (3) characterize its properties.
The architecture therefore describes static as well as dynamic aspects. It defines the
blueprint as well as the operation chart. Thus, the software architecture bridges the
gap between the application domain and the software implementation. The applica-
tion domain is the problem from the real-world and the software implementation is
the solution to it. The purpose of software architecture is described in [Starke 2005]
as:

� to make software systems easier understandable

� to make a software system more flexible and reusable

� to provide an abstraction and a filtered view on the relevant things

� to ensure software quality (performance, understandability, flexibility).

Furthermore, an architecture description needs to provide answers to the questions:

� Which responsibilities does every box in the diagram have?

� Which semantic has each connecting link? At which time which information is
transferred?

� For each of the connecting links: why does it exist?

Foremost, the design process of software architecture starts with the requirement elici-
tation [Starke 2005]. In this step the technical requirements of the software system are
defined. This comprises

� the functional requirementswhich describe the required capabilities (e.g., the soft-
ware has to provide read and write operations to the database) and

� the non-functional requirements which specify the required constraints (e.g., reli-
ability, robustness, performance).

Based on these requirements and the external factors of influence the software ar-
chitecture is created. Often, the requirements change during the design process
[Starke 2005]. And that is why the process of the software design takes place at best
in an agile way, by repeating the steps in a cycle [Beck et al. 2001] The analysis step in
a software development project generates the scope [Starke 2005]. It ensures that the
system which is developed is appropriate for its usage.

5.3 Requirements Elicitation

Described in [Starke 2005] the software system design process starts with the require-
ment elicitation step (see Section 5.2). In this step numerous features of the system are
specified. Comprising (1) the scope of the software system, (2) how will it be used,
what kind of work do the users want to do, (3) who will use it, how does it fit into
the larger picture, (4) how does it affect the goals of the organization and (5) what is
inside and what is outside.

We therefore expose this step for our software. A description of the possible ap-
plication scenarios is provided next.
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5.3.1 Application Scenarios

The application scenarios focussed in this thesis include Billboard Location Evaluation,
Visitor Monitoring and Event Monitoring. In each of these scenarios the analysis of mo-
bility, in detail the quantitative analysis of pedestrian movement, is highly important.
Nevertheless, the scenarios differ as discussed in the following.

5.3.1.1 Billboard Location Evaluation Scenario

In the Billboard Location Evaluation Scenario, an analyst models the “visit potential”
[Körner et al. 2010] of an advertisement campaign. A campaign consists of multiple
billboard locations, and the “visit potential” can be computed by the pedestrian quan-
tities [Liebig & Xu 2012].

In the indoor scenario the GPS based framework for “visit potential” estimation
[Körner et al. 2010] is infeasible due to the lack of GPS signal. Frequency sensors may
not be placed at any location, due to budget constraints and suitability of the scaf-
foldings. Thus, the pedestrian quantities are computed based on few sensor readings
by an expert, and the resulting estimation is handed to a domain expert in order to
estimate “visit potential” based on the previous model.

Thus, the pedestrian quantity estimation system has one user (the expert) who in-
corporates input data given by topological data and sensor readings. Furthermore, since
the expert performs this task, he achieved domain expert knowledge which is included
also in his estimation.

The expert is a domain expert, and therefore knows how to work with geographi-
cal information systems. He utilizes software tools in order to estimate the quantities
at unmeasured locations given the three-tier input data (topological data, sensor read-
ings, domain expert knowledge). The resulting model is visualised by the expert and
in the eventual case of in-plausibility, the input data or the software parameters will
be adjusted. The resulting model can be stored in a generic transferable format, which
is not just understandable by this expert user but by any unexperienced user as well.

However, the user role that interacts with the software system in the billboard
location evaluation scenario is just the domain expert. As derived from the description
above, the following functional requirements are posed to the system in this scenario:

� The system must compute quantity estimates.

� The system should use topological floor plan information.

� The system should not depend on high granular maps.

� The system must incorporate sensor readings.

� The system should support seamless integration of various sensor technologies
(Bluetooth and other methods from Section 2.3).

as well as the non-functional requirements:

� The system must provide results in a re-usable format.

� The system has to be robust.
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5.3.1.2 Visitor Monitoring Scenario

In the Visitor Monitoring Scenario, the visitors of a zoo or a fun park are subject for
analysis. For the zoo, the knowledge on the a ractiveness of the compounds and
shops is very interesting. This can be measured either in the quantity of persons or
their stay times at various locations in the zoo. In order to evaluate and plan the
signage of the zoo, it is also important to analyse the sequence pa erns and find a
typical walk-through. However, a system for pedestrian quantity estimation is just a
small part of the whole mobility analysis required for visitor monitoring in a zoo. The
analysis needs to be possible without expert knowledge on geographic information
systems.

User roles interacting with the software system in the visitor monitoring scenario
are the analysts. The following functional requirements are posed to the system in this
scenario:

� The system must compute quantity estimates.

� The system should use topological floor plan information.

� The system must incorporate sensor readings.

as well as the non-functional requirements:

� The system must provide results in a re-usable format.

� The system must have independent time complexity from number of monitored
pedestrian movement.

� The system has to be robust.

5.3.1.3 Event Monitoring Scenario

The Event Monitoring Scenario is integrated in the Emergency Support System
[ESS 2010]. This Emergency Support System is a software tool that supports forces
in crisis management. Whenever an incident happens, the system is fast deployable
and provides a comprehensive information system inside the command post. In or-
der to deal with different incidents the system may use various technologies for data
transmission including Wireless Local Area Network (WLAN), General Packet Radio
Service (GPRS) and satellite communication. The different sensor readings from these
heterogeneous networks are integrated in the system. The domain expert (a so-called
technical commander) operates the system and depicts the sensor readings on a map.
Additionally, the locations of the forces are also depicted on the map. Several expert
tools are included in the web-based ESS portal via RESTful services (discussed in Sec-
tion 5.5.3 and introduced in [Richardson & Ruby 2007]). These provide data analysis
and prediction capabilities to the expert. One of these services is the hereby presented
system for pedestrian presence analysis (called Historical Data Analysis module within
the ESS project [ESS 2010]).

Therefore, the user role involved in this event monitoring scenario is the analyst,
only. Since he does not directly interact with the software system but uses an inter-
mediate user interface (the emergency support system) the requirements in this case
are as follows. Functional requirements:



92 Chapter 5. A System for Pedestrian Mobility Analysis

� The system must compute quantity estimates.

� The system should support seamless integration of various sensor technologies
(Bluetooth and other methods from Section 2.3).

� The system must act as a RESTful service.

Non-functional requirements:

� Possible integration in real-time systems.

� The system must be integrated in a web platform (as RESTful service).

� The system has to be robust.

5.3.2 Functional Requirements

The application scenarios of the software system were discussed in detail in previous
sections in order to elicit the functional and non-functional requirements posed by
the applications to the software system. This requirement elicitation is the first step
in software design. In summary of the industrial application scenarios, the selected
requirements for the comprising quantity estimation system are:

� (F1) usage of topological floor plan information instead of high-granular maps,

� (F2) incorporation of sensor measurements,

� (F3) incorporation of expert knowledge given as movement pa erns,

� (F4) estimation of traffic quantities for unmeasured locations

� (F5) independent time complexity from number of modelled pedestrians.

Next sections discuss how the hereby introduced system for pedestrian monitor-
ing addresses the posed requirements. As previously described in Section 5.2, addi-
tionally to the functional requirements to the system the application scenarios pose
non-functional requirements, which are discussed next.

5.3.3 Non-Functional Requirements

Besides the functional requirements to the software system the presented application
scenarios pose non-functional requirements, which need to be taken under consider-
ation during the software design process.

� (NF1) Seamless usage of heterogeneous sensor technologies,

� (NF2) Possible integration in real-time systems (implementation requirement).

� (NF3) Integration of monitoring results in subsequent analysis and reporting
tools (implementation requirement).

� (NF4) The system has to be robust.

The chapter proceeds with formalizations of the software system including its ar-
chitecture and interface description depicted in sequence diagrams. Industrial show-
cases of the presented system are described within the next chapter.
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5.4 Architecture

The systems architecture consists of three main components:

� the Query Layer,

� the Sensor Layer and

� the Analysis Layer

which provide the necessary functionalities (compare sections above) to the data an-
alyst. The overall structure is depicted in Figure 5.1. The Query Layer divides into the
graphical user interface and the controller which triggers the processing workflow2.

Next, we are introducing each of the three components separately and afterwards
describe their interfaces and relations. According to the definition of the software ar-
chitecture (given in Definition 18), this component diagram (Figure 5.1) describes the
software architecture [Bass et al. 2003].

Figure 5.1: Component Diagram for the Pedestrian Mobility Analysis System.

5.4.1 Sensor Layer

The task of fetching empirical data on people’s presence or movements is conducted
in the Sensor Layer. The purpose of the sensor layer is to provide the data of multiple
arbitrary sensors through a unique, standardized and open interface.

2published with a major contribution of the author in:
T. Liebig and Z. Xu. Pedestrian monitoring system for indoor billboard evaluation. Journal of Applied Operational
Research, vol. 4, pages 28–36, 2012.
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Possible pedestrian quantity sensor technologies are highlighted in Chapter 2.
These comprise manual measurements, video surveillance, 3D laser scans and Blue-
tooth tracking. However the data is recorded, the retrieved values are transferred
Open Geographic Consortium (OGC) compliant and stored in a database for later con-
sideration, when theQuery Layer (respectively the user) asks for creation of pedestrian
models based on historical data.

5.4.2 Query Layer

In the pedestrian monitoring system the second layer of the architecture is represented
by the Query Layer. This has the purpose to pass user-triggered analysis parameters
to the Analysis Layer (described in nest section). The Query Layer acts twofold. It
firstly provides an interface to external applications or to the analysis expert through
the graphical user interface. The expert or respectively the external application might
decide for a specific spatio-temporal interval for the data analysis to be performed.
Secondly, the Query Layer acts as a controller for the whole architecture. The speci-
fied spatio-temporal interval triggers the Analysis Layer to perform the data analysis,
incorporating latest sensor readings of the Sensor Layer, and defines its most important
parameters. These can be space and time parameters as well as the choice of analysis
algorithm.

The results may be directly be integrated in external applications and also be de-
picted for the analyst on a map within the graphical user interface.

The Query Layer supports real-time pedestrian monitoring solutions as well. The
Query Layer regularly triggers the data analysis with the latest incoming sensed data.

5.4.3 Analysis Layer

The computation performed by the Analysis Layer is triggered by the previously de-
scribed Query Layer. Thus, it includes latest sensor readings of the Sensor Layer and
performs quantity estimation for unobserved segments of the traffic network. The
considered spatio-temporal boundaries of this estimation as well as the estimation
methods are previously specified by the Query Layer.

Few of the pedestrian models presented in Chapter 3 require detailed representa-
tions of the accessible space, but as we are only interested in quantities per location,
we do not require such a detailed model and these methods are not supported by the
Analysis Layer.

Therefore, a directed graph approximation of the floors, stairways and junctions
contains enough information for our task. Every junction is represented by a vertex
and the connecting floors are represented by edges.

The presented models focus on aggregations of pedestrian presence or of pedestrian
moves and thus may disregard temporal aspects of movement. Compare previous
chapters for more details on pedestrian quantities, traffic network construction (Chap-
ter 2) and quantity estimation methods (Chapter 3).
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5.4.4 Interface Description

Whereas previous sections describe the components of the architecture individually,
this section describes their links in more detail.

5.4.4.1 Query Layer - User Interaction

The Query Layer poses a graphical user interface to the analyst. As there may be vari-
ous roles of analysts the communication includes an authentication which may restrict
the applications capabilities depending on the user’s identifier. In order to keep the
architecture flexible and easily applicable the graphical user interface is provided as
a web-interface which can be easily accessed by a browser.
In this graphical user interface the user specifies:

� which sensor data should be incorporated,

� the placement of the sensors,

� which movement pa erns should be incorporated,

� which traffic network reflects the topological floor plan information,

� which spatial boundary is the area of interest for analysis,

� which temporal interval is considered for traffic frequency aggregation and

� which algorithm should be preferably used for analysis.

As mentioned above, questions of this user dialog can be omi ed depending on user
role or on application context.

After specifying these parameters, the user triggers the computation. In turn, the
results are returned to the user’s browser using OGC compliant map interface proto-
cols (Web Feature Service WFS).

For further use, the results of the analysis are also handed back to the user using
OGC compliant storage protocols (either Geographical Markup Language GML for
indoor usage or Keyhole markup Language KML for WGS 84-referenced outdoor data
[National Imagery and Mapping Agency 2000]).

5.4.4.2 Sensor Layer - Query Layer

The Sensor Layer hands out aggregations on people’s presence or moves to the Query
Layer. This retrieval of sensor data could be performed either online or offline. Of-
fline data collection implies batch processing of the collected data, whereas online
data transmission enables also real time data processing. However, as the analysis
described in this framework is triggered by the user, respectively the Query Layer (de-
scribed in next section) both scenario (online and offline processing) are possible, de-
pending on the computation frequency.

Nowadays, most Geographic Information Systems provide interfaces for the Key-
hole Markup Language (KML) which is standardized by the Open Geographical Con-
sortium (OGC) and may hold the spatio-temporally coded sensor readings for offline
batch processing.
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For online data transmission a common open protocol is the so-called sensor ob-
servation service (SOS)3, which is a XML standard for data collection from heteroge-
neous mobile sensors. Core functions of this Open Geographic Consortium (OGC)4
standard are:

� GetCapabilities - used in order to achieve information on the monitored value,

� GetObservation - used to fetch measurements and

� DescribeSensor - returns ID and unit of observed value.

5.4.4.3 Analysis Layer - Query Layer

After the Query Layer collected every required information in order to trigger compu-
tation, it hands the following parameters to the Analysis Layer:

� sensor readings per considered time interval,

� situation of the sensors,

� movement pa erns,

� traffic network,

� spatial boundary of the area of interest for analysis,

� considered analysis method.

The Analysis Layer performs the computation while the Query Layer waits for its
response. In return the Analysis Layer sends a list of street segments (subset of the
traffic network) with the estimated values back to the Query Layer.

5.4.5 Sequence Diagram

Next we describe previously mentioned interaction of the components in detail for the
quantity estimation use case, which is common in all previously introduced application
scenarios. The interaction of the different components for this particular use case is
depicted in temporal sequence (top to bo om) in Figure 5.2.

� As revealed in previous sections, the user starts his analysis with a registration
to the system. The system (respectively the Query Layer) may depend in its be-
haviour according to the user identifier in order to provide different user roles.

� After the user logged himself to the system, he triggers the computation through
the graphical user interface. The Controller of the Query Layer fetches the sensor
readings for considered spatio-temporal interval and forwards the request for
computation with all required parameters to the Analysis Layer.

� The Analysis Layer computes its output based on the retrieved input data and
hands analysis results back to the Query Layer.

3h p://www.opengeospatial.org/standards/sos, last accessed 30 September 2011
4h p://www.opengeospatial.org, last accessed 30 September 2011
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� The Controller contained in theQuery Layerperforms post-processing and hands
results back to the user.

� The analysis can be refined or repeated until the user signs out from the system
(i.e. Logout message is send).

Figure 5.2: Sequence Diagram for Frequency Estimation.

5.5 Software Integration

Since previous sections focussed on the application domain and the software architec-
ture, the section at-hand focuses on the solution domain (see [Bruegge & Dutoit 2010]
for object-oriented modelling) and the application context. Namely, we are going to
present a software integration of previously presented architecture which meets the
posed requirements.

Additionally, the system performs map matching of the sensor data to a prede-
fined traffic network, which is used for quantity estimation later on.

The steps performed after the user triggers the computation via transmission of
a KML file that denotes spatial position of the sensors as well as their readings (as
comma separated values) are:

� MapMatching - The sensor positions are matched to a given NAVTEQ®5 traffic
network using the closest segment for each segment.

� Stencil - Based on the bounding box of the resulting sensor positions, a sub-
graph for frequency estimation is obtained from the original NAVTEQ® net-
work by incorporating all segments within a buffer of the bounding box.

5Usage of any other traffic network is seamlessly supported if provided as relational table of polylines, com-
pare Section on spatial data base management systems, Section 2.2.3.
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� Transformation - Since the quantity estimation methods (described in Chapter
3) make use of line graphs instead of NAVTEQ® street segments, the data is
transformed such that it fits to the previously described methods.

� Quantity Estimation - The quantity for unobserved segments is calculated by
one of the methods described in Chapter 3.

� Back-Transformation - The calculated frequency estimations are back trans-
formed.

� Visualisation - The frequency estimates are depicted on a map to the user. The
street segments are coloured according to the estimated traffic quantities.

� Reuse - The same value are provided for download as Keyhole Markup Lan-
guage KML file.

The system could easily be coupled with heterogeneous sensor readings, see Chapter
7 for a discussion on future work.

5.5.1 Robustness Analysis

Main actor of the frequency estimation use case is the analyst (i.e. modelling expert).
The input data required to estimate the traffic quantities (and therefore to build the
mobility model) include:

� Information about the presence or moves of people. The data must have the
format: < p, yp, t >, where p denotes the location, yp the aggregate number of
moves or number of flows (compare Chapters 2 and 3) for the considered location,

� Time interval for analysis,

� The sensor positions in WGS 84 [National Imagery and Mapping Agency 2000],

� The traffic network in WGS 84 consisting of street segments6,

� Movement pa erns as sequences of street segment identifier and

� Additional parameters for the estimation method.

The output of the estimation is

� A KML file holding estimates and responding street segments,

� the same as WFS layer provided for map display.

A robustness analysis checks whether the usage of the system leads to unexpected be-
haviour. The robustness diagram unsheathes the possible courses of usage as well as
occurrences of error messages [Starke 2005]. The robustness diagram for the quantity
estimation is depicted in Figure 5.3. Whatever error occurs (depicted in red), either
in computation or by user interaction is fetched and displayed to the user.

6 In our implementation NAVTEQ® is the default traffic network, however it can be seamlessly replaced by
any other map service stored in a relational database management system.
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Figure 5.3: Robustness Diagram for Frequency Estimation.
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5.5.2 Graphical User Interface

As described in previous sections the software implementation provides a browser
interface. This allows simultaneous usage for multiple users and different roles, fur-
thermore easy accessibility. Upcoming Figure 5.4 depicts two screens of the user in-
terface. In the top the se ing of parameters is depicted whereas the image in the
bo om depicts the resulting map, including the bu on for KML download.

Figure 5.4: Web-based Graphical User Interface of the Software System.
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5.5.3 Integration in the Emergency Support System

The hereby presented system was integrated in the web-portal of the European Sup-
port System [ESS 2010]. Scope of the project is the support of an incident commander
in a command post after an incident (for example a flood or a truck crash) occurred.

Besides depiction of current and historical sensor readings and geo-positions of
the forces, victims and vehicles, the system provides possibilities to send commands
to the forces and to broadcast information to the people within the hazardous zone
(using IMSI catcher) or to public using social media.

Furthermore, external prediction modules are connected to the system as RESTful
web-services (see [Richardson & Ruby 2007] for a comprehensive introduction to this
architecture). This stands for the REpresentation State Transfer architecture which
contains constraints for the developer. Briefly, these are listed next, for a comprehen-
sive introduction we refer to [Richardson & Ruby 2007].

� client-server An interface separates clients from service provider.

� stateless The server does not store a state for the communication with the client

� accessibility Every provided functionality needs to be directly accessible by the
client.

� predefined operations The communication uses predefined operations for
communication: GET, POST, PUT, DELETE.

� uniform interface The output of the server can have different formats according
to the clients requirement, e.g. WFS or WMS map tiles for depiction in a map
client.

One of these so built modules is the hereby described software system called ‘Histor-
ical Data Analysis (HDA) Module’ within the Emergency Support System.

For this integration, the graphical user interface of our system is replaced by a
HTTP interface and an XML based communication protocol. The ESS Portal provides
an integrated user interface with the necessary controllers and displays (map and
charts) to the analyst. HDA provides various predefined models to the user depend-
ing on their meta-data. The user-chosen parameters: model selection, temporal inter-
val and spatial boundaries are forwarded to our system, which behaves as described
above and returns the estimations back to the portal in KML format. Estimations
could be performed as real-time simulations or data aggregation depending on the
selected model parameter. Furthermore, the HDA provides access to non-pedestrian,
but vehicular data analysis using the same interface.

The main goal of this application is the estimation of the presence of people or
moving vehicles in a given set of places at a given time moment or over a time inter-
val. This may be needed for planning the distribution of the resources, evacuation,
and, possibly, other emergency management activities. The foreseen functions of the
application include the following capabilities:

� Estimate the presence of people in different places at a particular moment of
time.
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� Estimate the movement flows of people or vehicles over a territory at a particular
moment of time.

The application builds and uses a prediction model based on historical data. Two
kinds of models are foreseen, depending on the spatial scale and character of the area
for which the modelling is done: (a) large-scale modelling for a geographical area
like a district of a city, a city, or a region; (b) small-scale modelling for a building, a
campus, a train station, or an airport. The work of the application is divided in two
phases. In the first phase, an expert interacts with the application to build a prediction
model. In the second phase, the model that has been built is used. There are two pos-
sible uses of the model. One possible use is to obtain estimated values of presence or
movement for a given area and time moment or interval. The other possible use is to
compare the values predicted by the model with the real values. In case of a large de-
viation of a real value from a predicted one, the user must be alerted. This may mean
that either an exceptional situation has occurred and therefore the model’s prediction
is no longer valid and should not be used or that there is an error in the input data.
In the phase of model building, the user (modelling expert) needs to interact with
the application for choosing the right parameters, checking intermediate results, and
refining the model in an iterative way until sufficient prediction accuracy is gained.
In the phase of model use, the end user, such as a technical officer, does not need to
interact with the application. The user sends a request with the necessary input (e.g.
place and time) and receives the result (e.g. the predicted values). Since the historical
data gradually grows with the real time data, the prediction model will be updated
from time to time. This means that the application either rebuilds the whole model or
it is incrementally updated with the incoming real time data. The modelling is based
on historical data about the spatial and temporal variation of the presence of people
over the area. Examples of such data are GNSS (Galileo/GPS) or RFID tracks of peo-
ple, records from movement sensors in buildings, and records from traffic sensors (in
case when presence or movement on roads is modelled). There may be cases when
available historical data do not represent the whole population of the area. For ex-
ample, data about the usage of mobile phones may be useful for the estimation of the
population dynamics pa erns. However, this data alone does not give the right esti-
mation of the number of people in a given place at a given time moment because not
all people use mobile phone services of a particular company. Therefore, for building
a model of people presence, this data needs to be combined with other kinds of data
such as population census data.

The Historical Data Analysis Module provides two use cases related to the thesis
at-hand:

� Model Building

� Ge ing Prediction

Next sections describe these use cases in more detail.
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5.5.3.1 Use Case 1: Model Building

This use case describes the steps for building a model that will be used for the
estimation of people’s presence or flows. Typically it is conducted by the modelling
expert.

Main actor: modelling expert

First the data prediction model is generated using historical data as shown in Fig-
ure 5.5. The user needs to authenticate at the ESS portal. There the model building
process is triggered by the user and the historical data analysis module becomes
active. Afterwards, data is fetched by the HDA and used for model creation. The
resulting model is stored in the data analysis module, whereas its meta-description
is forwarded to the user. Utilising the model is described in the next use case.

Figure 5.5: Model Building Sequence Diagram [ESS 2010].

The input data required to build the model include:

� Historical Data: Information about the presence of people or cars. The data must
have the following format: < x, y, t, v >, where x, y are the geographical coor-
dinates, t the time stamp of the measurement, and the value v is a quantitative
measure like count of people or cars. The data should be retrievable by the ap-
plication via a connection to internal and external data sources. The application
shall send a request for a selection of the historical data. The request must be
an ordinary SQL query on the historical data that retrieve a table of the format
(x, y, t, v).
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� Additional data (when necessary): population census data or other data that
may complement historical data when they are incomplete.

� Selected area: the area for which the model needs to be built divided into spa-
tial compartments (regular or irregular grid) according to the desired spatial
resolution. The division may be produced by the expert in interaction with the
application. It is also possible to use an existing XML/KML file defining the
boundaries of the area and the compartments.

� Temporal resolution: the desired temporal resolution of the model, e.g.
10minutes, 1 hour, 1 day, etc. This is a pair (time unit, value), which is speci-
fied by the expert in interaction with the application.

� Additional parameters: specific parameters required by the model builder. The
parameters are specified by the expert in interaction with the application.

The output of the model building phase:

� An internal representation of the model stored in the internal database of the
application.

� Metadata about the model. The metadata are sent to the ESS portal and stored
there. This will allow end users to use the model (see use cases 2 and 3). The
metadata include a unique identifier of the model, specification of the type of
data predicted (number of people, number of cars, etc.), specification of the area,
temporal resolution and possibly other fields.

� XML/KML file with the area and its division into compartments. Each compart-
ment has its unique identifier. This file may later be used for allowing the end
users to choose a part of the territory (one compartment or a subset of compart-
ments) for which the prediction is required.

Figure 5.6: Model Building Robustness Diagram [ESS 2010].
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Basic course

� The modelling expert starts HDA. HDA tries to authenticate at the ESS portal.
For this purpose, it requires the user to provide the login information and sends
this information to the portal.

� HDA receives a response from the ESS portal and checks if the authentication
was successful. HDA sends a request for the metadata about the available his-
torical data from the internal and external data sources (the user needs to know
what historical data are available).

� HDA receives the metadata about the historical data from the internal and ex-
ternal data sources.

� The user inspects the metadata and finds information about the historical data
required for building the model.

� HDA sends a request for the historical data required by the user to the internal
and external data sources.

� HDA receives the requested historical data from the internal and external data
sources.

� The user builds a model in interaction with HDA. If necessary, the user loads
additional data, e.g. data available locally.

� The model which has been built is stored in the local database of HDA for further
use.

� HDA sends the metadata about the model to the ESS portal.

Alternate courses

� The authentication failed. HDA displays an error message.

� The metadata about the available historical data could not be got from the inter-
nal and external data sources. HDA displays an error message.

� By inspecting the metadata, the user finds out that data suitable for building the
model are not available at the internal and external data sources. The user stops
the work since building a model is impossible.

� The historical data required by the user could not be got from the internal and
external data sources. HDA displays an error message. This is notified to the
ESS portal.
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5.5.3.2 Use Case 2: Getting Prediction

This use case describes an operator using a previously built model for the estimation
of people presence or other values relevant to the emergency situation.

Main actor: operator (technical officer)

After the model is created, predictions are requested by the user as shown in the
following sequence diagram (compare also Figure 65 in D6.1). After authentication at
the ESS portal the user requests a list of models and their metadata. The requests are
forwarded to the HDA, which generates the replies. Returning the list of available
models in a first step, the user continues sending detailed prediction requests through
the portal to the IAIS HDA application. The requests are again forwarded to the
HDA and are answered using the pre-computed models. Replies are shown to the
user by the ESS portal.

Figure 5.7: Ge ing Prediction Sequence Diagram [ESS 2010].

The input data required for ge ing a prediction is:

� The unique identifier of the model should be used. This identifier is taken from
the metadata generated in the phase of model building. It is assumed that the
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user views the metadata records about the existing models and selects a suitable
model according to the current needs.

� Selected set of places: if the user does not need predicted values for the whole
area but only for a subset of spatial compartments, the user specifies the com-
partments of interest. This is a list of identifiers of the compartments.

� Selected time interval: the time interval for which the prediction needs to be
made. This is a pair (t1, t2) where t1 and t2 specify the start and end dates and
times of the day.

The output of the application is:

� Predicted values: estimated values of presence or flows in the selected spa-
tial compartments by time intervals according to the temporal resolution of the
model. This is a KML file with the coordinates of the spatial compartments and
the respective time series of the predicted values. This enables the visualisation
of the results in a browser or a web map service. The data is sent to the ESS
portal for communication to the user.

Figure 5.8: Robustness diagram for Ge ing Prediction [ESS 2010].

Basic course

� The user (operator) logs in at the ESS portal.

� The user requests the metadata about the available models (previously prepared
in Use Case 1).
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� The user selects the suitable model from the available models according to the
type of predicted values, territory covered, division of the territory, and tempo-
ral resolution. This information is provided in the metadata.

� The user sends a request to the ESS portal for making the prediction. In the
request, the user specifies the identifier of the model, the set of territory com-
partments (optional), and the time moment or interval for which the prediction
needs to be done.

� The ESS portal sends the request to HDA.

� HDA runs the model and obtains the predicted values for the specified territory
compartments (or for all compartments if the user did not select any compart-
ments) and for the specified time unit or sequence of time units.

� HDA produces a KML file with the result of the prediction and sends it to the
ESS portal.

� The ESS portal sends the result of the prediction to the user.

� The user gets the result and uses it in the following tasks (e.g. evacuation plan-
ning).

Alternate courses

� The login failed. The ESS portal displays an error message.

� There is no metadata, which means that no models have been generated so far.
The user stops the work since ge ing a prediction is impossible.

� Among the available models described by the metadata there is no model suit-
able for the user. The user stops the work since ge ing a required or valid pre-
diction is impossible.

5.5.3.3 Interfaces Protocols

The protocols for interfacing the RESTful service are XML based. Successful queries
are answered by a message containing geometries and associated values. This com-
munication applies the OGC compliant KML protocol. For details on the protocols
we refer to Appendix A.

5.6 Summary

The chapter at-hand addressed the applicability of the previously presented methods
for quantity estimation (see Chapter 3). Therefore, a system for pedestrian mobility
analysis was developed. This included the requirement elicitation step, the architec-
ture specification and the description of the implementation.

The requirements have been derived from the three application scenarios intro-
duced in Chapter 1: Billboard Location Evaluation, Visitor Monitoring and Event
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Monitoring. We derived functional and non-functional requirements based on the
scenario description. The functional requirements comprise:

� (F1) usage of topological floor plan information instead of high-granular maps,

� (F2) incorporation of sensor measurements,

� (F3) incorporation of expert knowledge given as movement pa erns,

� (F4) estimation of traffic quantities for unmeasured locations,

� (F5) independent time complexity from number of modelled pedestrian,

whereas the non-functional requirements are:

� (NF1) Seamless usage of heterogeneous sensor technologies,

� (NF2) Possible integration in real-time systems,

� (NF3) Integration of monitoring results in subsequent analysis and reporting
tools.

� (NF4) The system has to be robust.

We met these requirements in the solution domain by a three-tier structure consist-
ing of Query Layer, Analysis Layer and Sensor Layer. The Sensor Layer (1) monitors geo-
coded sensor recordings on people’s presence and hands in this episodical movement
data as input to the next layer. By use of standardized OGC interfaces for data col-
lection, we seamlessly integrate various sensor technologies depending on the appli-
cation requirements. The Query Layer (2) interacts with the user, who could ask for
analyses within a given region and a certain time interval. Results are returned to the
user in OGC conform Geography Markup Language (GML) format. The user query
triggers the (3) Analysis Layer which utilizes the mobility model for traffic volume
estimation.

In the solution domain the software realization was performed by an implemen-
tation as web service. The graphical user interface is provided through the users
browser. We depicted some screens for the visitor monitoring application. Further-
more, robustness of the system was analysed in a robustness diagram for the major
use case.

Next chapter gives more details on analysis performed in the industrial application
scenarios and presents the results in detail.





Chapter 6

Real World Application Scenarios

“There are no routine statistical questions, only questionable statistical
routines.”

—Sir David Roxbee Cox1
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Previous chapters presented and discussed the fundamentals for the pedestrian traffic
estimation, specifics of episodic movement data from Bluetooth tracking data and de-
tails on our two specific complementary methods for pedestrian traffic estimation in-
corporating movement pa erns. Furthermore, we introduced a system for pedestrian

1British statistician, born 1924
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mobility analysis. In order to confirm the strength of our contributions we applied
and evaluated the previously described methods for pedestrian quantity estimation
in different real-world industrial scenarios.

In this chapter we will present the applications to the industrial real-world sce-
narios: Billboard Location Evaluation for Swiss train stations, Visitor Monitoring at the
zoo of Duisburg (Germany) and Event Monitoring during a soccer event at Stade des
Costières, Nîmes (France).

6.1 Introduction

This thesis focuses on pedestrian quantity estimation methods based on episodic
movement data. We developed a System for Pedestrian Mobility Analysis, presented in
Chapter 5. We moreover applied our contributed methods and system in real-world
industrial scenarios. The real world applications we apply our methods to, cover the
following real world scenarios:

� Billboard Location Evaluation for Swiss train stations: pedestrian quantity estima-
tion in 27 major train stations,

� Visitor Monitoring at the zoo of Duisburg: quantity estimation, sensor placement
and visitor route choice monitoring and

� Event Monitoring during a soccer event at Stade des Costières, Nîmes (France):
path selection and quantity estimation in spatio-temporal dimension.

Each of the applications requires different traffic modelling, i.e. quantity estimation
based on either moves or visits. The posed questions in each of the applications trig-
ger our method choices. Thus, besides pedestrian quantity estimation, we provide a
comprehensive analysis of the recorded data sets.

In [Stange et al. 2011] we introduced a workflow for the application of the pedes-
trian monitoring system (and refined it in [Liebig et al. 2013]). This is an adaption of
the general knowledge discovery workflow [Fayyad et al. 1996]. This comprises the
following steps:

1. The field study phase. This contains survey design and data collection steps.

2. The visual analysis phase contains the data preparation, aggregation and visual
analysis steps.

3. The knowledge discovery phase contains the pedestrian analysis step.

The remainder of this chapter is structured as follows: we discuss each of the three
applications: Billboard Location Evaluation, Visitor Monitoring, and Event Monitoring. In
each of the application sections we follow the mentioned workflow and we roughly
present: motivation, field study phase, data preprocessing and data analysis as well
as results.
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6.2 Billboard Location Evaluation

The following application deals with the problem of billboard location evaluation.
In contrast to existing works, the considered locations are not outdoor, but inside
public train stations. Therefore the usage of GPS recordings (which is common for
this task [Pasquier et al. 2008]) is unfeasible. We combine in our approach:

� movement pa ern heuristics, which are commonly assumed to hold inside train
stations (this assumption was justified in [Li et al. 2008]),

� traffic networks derived from public available floorplan sketches and

� (manual) quantitative observations of pedestrian traffic.

Therefore, we apply our LSR method (introduced and discussed in Chapter 3) for the
27 largest Swiss train stations. The study was conducted on behalf of [Swiss Poster
Research Plus 2010] who supported us with data collection. In result, arbitrary lo-
cations can be evaluated based on their traffic frequency. This output is industrially
used for billboard pricing and billboard location planning.

This section is structured as follows. We firstly motivate the importance of bill-
board location evaluation focussing on indoor locations. Next, we expose the field
study phase with details regarding data preparation, i.e. selection and placement of
sensors and methods for data acquisition. The actual approach is explained in the
next section, Flow estimation for billboard location evaluation. Finally we conclude this
section with a summary of the billboard location evaluation application.

6.2.1 Motivation

Outdoor advertisement is one of the oldest advertising media and plays an impor-
tant role in the advertisement industry. In 2008 the turnover was 684 million CHF
(about 460 million Euro) in Swi erland and 805 million Euro in Germany [Fachver-
band Außenwerbung e.V. 2009,Stiftung Werbestatistik Schweiz 2009].

In recent years this advertising market has changed rapidly. The change is pre-
dominately caused by two factors, namely the competition with other advertising
media and the emergence of digital media. In this application we will focus on a
problem that has not been sufficiently addressed by previous methods and that can be
extended to dynamic performance measurement in the future. These are performance
measurements for billboards that are placed indoors, in buildings. The challenge in
this case results from the fact that due to signal loss caused by the building, the GPS
trajectories (as used for outdoor billboard location evaluation [Pasquier et al. 2008])
just describe which persons enter the building; inside the building itself valid GPS
positions are rare and generally not available. Thus, we do not know which person
has contact with a particular poster or indoor campaign. In order to overcome the lack
of GPS signal we use Bluetooth tracking technologies or empirical measurements at
few positions (due to budget constraints) in concert with our previously described
traffic estimation method to evaluate the popularity of all corridors (i.e. poster loca-
tion candidates) inside the building.
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We successfully applied this pedestrian quantity estimation method to the data
collected in 27 major Swiss train stations. Within this section we illustrate the process
for one example: Zurich central station. It highlights the advantage of the proposed
method combining the calculated model with existing outdoor poster campaign eval-
uation approaches.

6.2.2 Field Study Phase

The data we base our analysis on are (1) floor plan image (2) empirical recordings of
pedestrian quantities at pre-selected locations and (3) a heuristic on pedestrian route
choice. Before the previously presented monitoring system (compare Chapter 5) can
be applied, a required pre-processing step is the traffic network construction based
on the floor plan image.

The representation of the walkable area by networks is reasonable, since pedes-
trians may only enter and exit the area via dedicated exits (entry and exit points).
Edges of the so-called traffic network (compare Definition 7 in Section 3.2) represent
the corridors and paths, whereas junctions are represented by vertices.

Algorithms for traffic network construction with a given floor plan image are so-
called triangulation methods. Triangulation methods are closely related to tessellations
as they may be mapped to each other: every vertex of a triangulation becomes the
handle of a surrounding polygon. A commonly applied automatic method for traf-
fic network construction is the Delaunay triangulation [Delone 1934], its tessellation
counterpart is the Voronoi tessellation [Dirichlet 1850, Voronoï 1908] (introduced in
Section 2.2.4.1). The Delaunay triangulation algorithm constructs a mesh of adjacent
triangles among a given set of vertices. The process which automatically derives a
traffic network from a floor plan is described in [Demyen & Buro 2006]. Briefly sum-
marized, (1) vertices are drawn uniformly at random from the walkable area of the
floor plan image, (2) the Delaunay triangulation among these vertices returns the traf-
fic network.

Another possible method for traffic network construction from a given floor plan is
the manual creation of vertices at junctions and connecting edges among the corridors.
This method does not depend on exact geometric representation but may also handle
floor plan sketches, if they provide the topology of the walkable area. An example
of the traffic network for the hereby considered Zurich central station is depicted in
Figure 3.2. After the network’s structure is obtained, exits are marked manually.

After performing a pre-study we concluded that counting the number of people
manually at several positions (using a smart phone application for data entry) is the
most cost-efficient method for data collection. As noted in Chapter 2, using video
cameras was not feasible because of privacy constraints. To decrease the influence of
the day of week on the measurements, we repeated the measurements at three differ-
ent days. As the number of “sensors” (countings) is limited, we had to select locations
for counting in advance using the traffic network of the train stations. Therefore we
located sensors at the most important junctions and stairways. Figure 6.1 depicts the
measured edges at Zurich central station [Liebig et al. 2010].

To assist manual counting and to simplify post-processing of measurements, we
developed a smart phone application (Figure 6.1) which records clicks of the survey-
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Figure 6.1: Sensor location and smart phone application for manual counting (image
credits [Swiss Poster Research Plus 2010]).

ing person - each click represents the number of pedestrians passing by in a specified
direction - along with its time-stamp. This enables easy integration of the measured
data in the monitoring system as part of the Sensor Layer (presented in Section 5.4.1).
Thus, we know how many people passed at which time into which direction.

6.2.2.1 Data Preparation

After the previously described field study phase and data collection it is necessary to
prepare the data. This data preparation enables comparison of the empirical raw data
of pedestrian quantities at the measurement locations. After fetching the measure-
ments, the counted quantities are weighted and aggregated according to space (the
edge, i.e. the corridor, of the traffic network) and time interval (i.e. the day they were
taken). As a result, every measured location in the train station has associated with it
a number of pedestrians that may be compared against any other measured location.
This is important for ranking locations or segments within the building, which is a
first feature of the hereby introduced analysis.

Since the traffic frequencies are only recorded at sensor locations the estimation of
pedestrian quantities is necessary for unobserved locations. Next section addresses
this task.

6.2.3 Flow Estimation for Billboard Location Evaluation

For segments where empirical measurements have been taken, the quantities are
known. Triggered by the Query Layer, our task is now to estimate them for the unob-
served segments, and to build a pedestrian indoor movement model that is useful for
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poster and campaign evaluation within the selected time period.
For billboard evaluation not just traffic quantities for single locations, but also their

correlation is of high interest. This is the question for plausible trajectories which are
consistent to the model assumptions and also fit to the estimated frequencies. Such a
set of trajectories denotes how many people being at one particular location also pass
any other. Therefore this could be utilized for the estimation of how many different
people have contact with a billboard campaign (consisting of multiple posters within
one train station) in the considered time interval.

Our previously presented method (Section 3.6) addresses this challenge in a re-
gression approach. In a first step, we enumerate all plausible routes through the build-
ing and collect them in a route set. For example, at the main station in Zurich, there are
about 380,000 conceivable routes. Non-plausible routes are eliminated, among them
circular routes. Afterwards, we assign frequencies to each route, based on the mea-
surements and the movement pa ern heuristic. We assume that pedestrians prefer
for a walk from a particular entrance to another exit the path with the minimal de-
tour, therefore the detour of the path is calculated and becomes a feature of the path.
This detour of a path is the characteristic function of the movement pa ern heuristic
introduced in Definition 11.

The sensor readings, traffic network and movement pa ern heuristic (in combina-
tion with the enumerated set of plausible paths) are passed to the previously intro-
duced regression algorithm (Section 3.6) which estimates frequencies for unobserved
locations and weights for the paths. The measurements serve as frequency targets in
this regression process. The purpose of this assignment procedure is to find an op-
timal combination of routes that fulfills all frequency targets [Liebig et al. 2010]. For
convenience, this process is sketched in Figure 6.2.

Figure 6.2: Method of Traffic Quantity Estimation (image credits [Swiss Poster Re-
search Plus 2010]).

As a result we obtain for every modelled train station (1) a set of routes crossing
that station and (2) the number of people walking on each route. Figure 6.3 gives an
example for Zurich central train station [Liebig et al. 2010]. With this information we
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are able to calculate quantities for each edge in the station by summing over route
quantities, no ma er whether the particular edge has been measured empirically or
not. This yields the pedestrian movement model based on empirical measurements
we aim for. It enables us to denote pedestrian quantities at any location and gives
trajectories also at unobserved segments.

Figure 6.3: Result of Traffic Quantity Estimation (image credits [Swiss Poster Research
Plus 2010]).

6.2.4 Integration with GPS Surveys

In order to apply the frequency estimation results for the evaluation of mixed indoor-
outdoor poster campaigns, we need to integrate them with GPS mobility data as men-
tioned in the introduction. This means that we have to re-use the output of theAnalysis
Layer and assign for each GPS person who enters a railway station a corresponding
route through the station2. To achieve this goal, we need to perform three subsequent
steps:

� (1) visit identification,

� (2) route assignment and

� (3) performance evaluation.
2published with a major contribution of the author in:

T. Liebig. Trajectory Regression Model for Indoor Pedestrian Flow Analysis on Billboard Evaluation. In Proc. of the
Third International Conference on Applied Operation Research - ICAOR’11, pages 289–300. Tadbir Operational
Research Group Ltd., 2011.
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In the first step we identify all test persons within the GPS sample visiting a ma-
jor Swiss train station. Based on GPS trajectories of over 10,000 test persons recorded
over a period of one week per person, we isolate all tracks in the vicinity of a train
station using buffers and the spatial join operation “intersect” (this operation filters
the GPS points which are inside the buffer zone, and belong to the visit, Definition 3,
to the station, compare Section 2.2.4.1). As GPS signals may be noisy, we apply an
individually sized buffer to each of the train station geometries, reflecting its specific
local se ing. The resulting candidate set, however, contains not only potential rail
travellers but also regular pedestrians, car drivers and passengers passing by the sta-
tion without entering it. We therefore apply a complex multi-level filtering process
which identifies the visitors of a train station using, for instance, speed curves, the
course of movement and time spent inside the geometric extension of the train sta-
tion. Knowing all visits to a railway station completes step one.

Step two is the assignment of each visit to one of the routes underlying the pedes-
trian movement model. The challenge of this task is to find an optimal distribu-
tion of personalized routes given the route frequencies. We do this iteratively by
drawing routes from the route set and considering the projected weight and socio-
demographic information of each test person being assigned to that particular route.
At the end of this step each GPS trajectory containing a visit to a train station, as iden-
tified in the previous step, has been assigned a route through the corresponding train
station as depicted in Figure 6.4.

Figure 6.4: Integration of indoor/outdoor billboard location evaluation scenario. Fil-
ters on outdoor GPS trajectories are applied to identify train station visits. Every
visiting GPS trajectory is matched to an indoor route according to their frequency
distribution.

Finally in step three we weight poster contacts and calculate performance mea-
sures of mixed in- and outdoor campaigns. Similar to the performance evaluation of
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outdoor posters, we consider individual visibility criteria at each poster site. Routes
passing the visibility area are weighted according to the contact quality, depending
e.g. on the viewing direction or clustering of panels. Given weighted contacts for
each indoor poster and visiting person, we can estimate total contacts and reach of a
mixed indoor-outdoor campaign using the same algorithmic background as for out-
door campaigns. The selection of a campaign and of a target audience depends on
all relevant (indoor and outdoor) poster contacts and the application of Kaplan-Meier
compensates for missing measurement days in the GPS data as described in [Pasquier
et al. 2008].

6.2.5 Summary

In this industrial billboard location evaluation application scenario we developed a
workflow that allows performance measurements for billboards that are placed in-
doors. We focused on 2,600 poster sites in railway stations as those are being seen as
one of the most valuable over all. The challenge results from GPS signal loss inside
buildings. Our proposed pedestrian monitoring system includes the development of
a pedestrian model based on empirical data. This mobility information has been inte-
grated with existing GPS mobility data, allowing to infer reach values and weighted
contacts. We applied our approach to 27 major Swiss train stations. Although we
showed how to implement a general movement model within the train station which
is used for poster campaign evaluation, we do not model time, so far. Our indoor
model is static for the considered time period. Whereas this is already sufficient for
current billboard evaluation, continuous triggering of the analysis in a real-time sce-
nario could be used for pervasive advertisement evaluation.

6.3 Visitor Monitoring

This real-world application scenario deals with the monitoring of visitors to a zoologi-
cal garden and highlights the usage of Bluetooth sensors not only indoor, but outdoor
as well. We analyse the obtained tracking data in order to obtain information on stay
times and route choice preferences. These preliminary studies are a joint work pub-
lished in [Ellersiek et al. 2012]. Afterwards we apply our quantity estimation method
GPR presented in Section 3.7 incorporating the movement pa erns recorded by use
of the Bluetooth scanners.

In this application we deal with Episodic Movement Data (introduced in Sec-
tion 2.2.4) and we apply methods for analysis of this mobility data type for the consid-
ered real-world application. Besides quantity estimation, an important new problem
addressed in this application, is automatic sensor placement, for which we provide a
solution as well.

The application is exposed in the following section as follows. Firstly, we moti-
vate the analysis and highlight the questions we are going to tackle in this applica-
tion. Secondly, we present the field study phase (data collection performed in [Eller-
siek 2011]). In the following sections we discuss the data preparation consisting of
representativeness of the tracking technology and evaluation of spatio-temporal de-
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pendencies [Ellersiek et al. 2012]. The actual focus and main author’s contribution,
i.e. traffic quantity estimation for visitor monitoring, as well as its results is tackled
in the section Traffic Quantity Estimation for Visitor Monitoring3 (Section 6.3.6) followed
by the results for automatic sensor placement for this scenario. Finally, the section
closes with a short summary of the application and analysis.

6.3.1 Motivation

Monitoring the visitor behaviour of a museum or a zoological garden reveals insights
on preferences and enables improvements of the signage, the infrastructure or in case
of a museum also on the exhibition itself [Noschka-Roos 2003, Scholz 2009]. It has
become a common practice to analyse the visitor behaviour for these public exhibi-
tions [Hase 2011]. In the application scenario at-hand we perform the evaluation of
visitor movement behaviour based on Bluetooth tracking (Chapter 4) data in the zo-
ological garden of Duisburg, Germany.

The analysis tackles two major problems: (1) location-based analysis and (2)
trajectory-based analysis. The first one focuses on locations which were equipped
with Bluetooth sensors and addresses following questions:

� Which a ractions are most popular?

� How long in average does a person visit an a raction?

� Do spatio-temporal dependencies exist among the visitor quantities of the at-
tractions?

The aim of these location-based analyses is the extraction of the a ractiveness of the
locations to get an overview on which locations are frequently visited and which ones
are less frequently visited. Hereby it is studied how many people visit a location
and how long their average stay time at the location is. Furthermore, the recorded
pedestrian frequencies of particular locations should be compared to the frequencies
of other a ractions in order to detect whether there exist causal dependencies among
the visitor presences, e.g., fluctuations of visitor numbers which could increase at one
location and simultaneously decrease at another one.

Besides the location-based analyses at various locations among the zoo, we study
the spatio-temporal dynamic of visitor frequencies within the closed site. In this con-
text Bluetooth tracking provides its benefits. It does not only support location-based
analysis as frequency studies (compare previous section), but due to the recording
of unique identifiers for each recorded Bluetooth-enabled mobile phone or intercom
it also enables detection and analysis of mobility pa erns among multiple sensor-
footprints. This second class of analyses, the analysis of movements, focuses on:

� Are there regular mobility trends which are repeatedly monitored?

� Which paths are most frequently used?
3published with a major contribution of the author in:

T. Liebig, Z. Xu, M. May and S. Wrobel. Pedestrian Quantity Estimation with Trajectory Pa erns. In Proceedings of
the European Conference on Machine Learning and Principles and Practice of Knowledge Discovery in Databases
ECML PKDD 2012, Part II, LNCS 7524, pages 629–643. Springer, 2012
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In order to answer the questions the study was conducted in the steps recalled from
[Liebig et al. 2013] in Section 6.1. These steps field study phase, data preprocessing and
data analysis as well as the presentation of analysis results are the structure of the next
sections.

6.3.2 Field Study Phase

The project from which this application is derived lasted 19 days during July and
August 2011. For the location-based analyses sensors were situated next to the ani-
mal compounds as well as close to gastronomic facilities and at both zoo entries and
exits. Furthermore, sensors were placed at most important, i.e. highly visited junc-
tions to enable path analyses in the second step. The sensor locations are depicted
in Figure 6.5. As mentioned in Chapter 4 two different types of Bluetooth antennas
were integrated in the sensors with a range of either 20 meter or 100 meter. The Blue-
tooth beacons placed inside buildings were equipped with 20 meter antennas instead
of the 100 meter antennas to prevent the sensors from monitoring also people pass-
ing by next to the building and bound their footprint just to the inner building. We
checked proper behaviour after installation. The sensors equipped with 20 meter an-
tennas were placed in the buildings, whereas the ones with 100 meter antennas were
placed outside. More detailed information on the field sensor positions can be found
in [Ellersiek et al. 2012].

Figure 6.5: Locations of the Bluetooth Scanners (red dots) at the Zoo of Duisburg
[Liebig et al. 2012b].

During the field study phase approximately 500,000 data points were recorded,
which were produced by about 7,000 unique Bluetooth devices with enabled Blue-
tooth visibility mode. But not all of these data point can be used for the analyses as
not all devices have been recorded during the whole visit in the zoo, but just partially
due to several reasons (compare section on Episodic Movement Data, Section 2.2.4). In
this study all recorded Bluetooth devices that stayed more than 30 minutes and less
than 10 hours in the zoo, are considered. The average stay times in hours for the days
during the study are depicted in Figure 6.6.
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Figure 6.6: Condensed representation of the average daily stay times of the visitors
at the zoo of Duisburg in hours (the x-axis shows the number of hours). Compare
Appendix B for an introduction to box-whisker plots.

6.3.3 Representativeness

The representativeness of the Bluetooth tracking technology, evaluated in practical
applications in the EventMonitoring application scenario, has been discussed in Chap-
ter 4. However, since this is a key topic for the real-world applications based on Blue-
tooth sensor data, we review the representativeness results in this particular applica-
tion scenario.

For estimation of the representativeness of the recorded data sample, the recorded
number of people was compared to the total number (estimation based on number of
sold tickets) of visitors during this period. The comparison reveals that the pedestrian
movement contained in the collected Bluetooth tracking dataset represents about 6%
of the present visitors [Ellersiek et al. 2012]. Thus, the presented empirical analysis
confirmed temporal representativeness, which remains almost constant for the dif-
ferent days.

6.3.4 Location Based Analyses

For analysis of the location-based questions, the aim is to rank the a ractiveness of
the compounds based on number of visitors and stay times and to identify spatio-
temporal dependencies among the different locations in the zoo, tackled in [Eller-
siek 2011]. Therefore, unique visitor identifiers are considered. The average stay time
and the total number of the recorded Bluetooth devices (respectively the visitors) to
the individual compounds can be aggregated as depicted in Table 6.1. The table re-
veals that the dolphinarium has longest stay times and the aquarium the most visitors,
whereas the koala house appears to be less a ractive to the visitors.

Furthermore, the temporal dynamics of visitor quantities was aggregated on
time-slices of 30 minutes and afterwards compared for selected a ractions [Ellersiek
et al. 2012]. In this context four compounds were analysed: the dolphinarium, the
equatorium, the aquarium and the koala compound. Five days of the dataset were
considered for analyses; at these days the four dolphin shows happened to be at the
same time. Visitor numbers were aggregated in 30 minute intervals and averaged for
the 5 days (see Figure 6.7).
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compound number of BT-devices average stay time (in min)
dolphinarium 1,923 46
equatorium 2,198 14
aquarium 2,649 11
koala house 1,483 7

Table 6.1: Number of Bluetooth devices and average stay times (in minutes) at the
compounds in the zoo of Duisburg

Whereas the visitors in the dolphinarium house rise in advance of the dolphin
shows, the visitor quantities at the aquarium and the equatorium decrease. Similarly,
the visitor number at the la er rises after the end of the dolphin show. A dependency
among visitors at the koala house and the dolphinarium could not be recognized, due
to their large spatial distance.

Figure 6.7: Spatio-temporal dependencies of visitor counts at the Zoo of Duisburg.

This assumption on spatial dependencies rises the question for movement prefer-
ences and introduces the trajectory analyses, we performed next.

6.3.5 Trajectory Analyses

For the path-based analyses continuous movement recordings of visitors among mul-
tiple sensor locations are interesting. Though, these episodically recorded trajectories
can not be visualized by line interpolations but by flows, they consist of individual
sequences of multiple sensors (compare Chapter 4), because visitors pass multiple lo-
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cations equipped with sensors during their visit [Stange et al. 2011]. Thus, these loca-
tion sequences consist of a temporal order of the location visits and are very versatile,
because every visitor chooses his individual route through the zoo. The aim of the
path-based analysis is to identify location-sequences among the dataset, which occur
since multiple people chose the same path through the zoo. Thus, the dataset needs to
be preprocessed accordingly. The collected episodic dataset is not temporally sparse,
but contains multiple consecutive data points for a particular mobile phone per lo-
cation, because the Bluetooth scanner records a data point for every scan. Based on
the usage of three Bluetooth antennas, the scan processes are performed about every
three seconds (compare Section 4.2.1 on the details of the hereby applied Blutooth
sensor technology). The recorded sequences of individually passed locations con-
tains duplicates which are removed before further processing (for details, see [Eller-
siek 2011,Ellersiek et al. 2012]). Thus, the raw sequences are reduced to sequences of
visits ormoves. As proposed in Chapters 1 and 4 the number of pairwisemoves among
two locations can be aggregated (for all persons) and depicted on a flow map [Kraak &
Ormeling 2003], see Figure 6.8. The dataset used for creation of Figure 6.8 comprises
931 visitors. This is the set of persons which have been recorded at the entry and the
exit of their visit and started their journey at the main entrance (position number 1
in the Figure 6.8). The arrows depict sequences of their movements. In brackets the
number of persons and the percentage is depicted [Ellersiek et al. 2012].

Considered are just visitors, who start their visit at the main gate of the zoological
garden. The reason is that more similarities of the visit sequences are contained in
the beginning and the end of a visit sequence. As presented in [Hägerstrand 1970]
the locations and movements become more diverse during the movement in the zoo,
because chosen routes become more individual, and just the fixed start and end point
(situated at the main entrance) constrain the space time prism (see Section 2.2.1 on time
geography) of the individual movement. Though Figure 6.8 represents movement
behaviour just from the beginning of the sequence, the visitor trajectories do not end
at the place where no arrows are depicted, but at the main exit.

After starting the visit at the main entrance, it is noticeable that most of the visitors
walk directly to the aquarium, location number three. The compound of the lemures is
not a ended, and the walk is continued in the direction of the dolphinarium, position
11, in the eastern part of the area. While just a few persons continue their visit among
the western half of the area, Figure 6.8 also shows that many people are heading to
the dolphinarium, position 11, using the shortest path. Probably this results from the
fixed time schedule of the dolphin shows. For more details on this statistical analysis
of the dataset, we refer to [Ellersiek et al. 2012].

6.3.6 Traffic Quantity Estimation for Visitor Monitoring

In order to estimate visitor numbers at unobserved sensor locations, we apply the
proposed method (Section 3.7) to the collected dataset of visitor movement in the zoo
of Duisburg (Germany). The dataset consists of episodic movement data [Andrienko
et al. 2012] and was collected with a mesh of 15 Bluetooth scanners within the period
of 7 days (07/26/11–08/02/11).

In order to perform the tests, the traffic network is build from the sensor positions.
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Figure 6.8: Visitor flows at the Zoo of Duisburg starting at the main entrance [Ellersiek
et al. 2012].

Each sensor becomes a vertex of the traffic network. To achieve ground truth for
the traffic volume prediction, temporal aggregates of recorded transitions between
sensors, as proposed in [Andrienko et al. 2012], are scaled by the Bluetooth represen-
tativeness (in this case at the zoo approximately 6 percent). Due to the uncertainties
in episodic movement data, transitions in the dataset are not limited to neighbouring
sensor positions, but occur between arbitrary pairs (i.e. edges) of sensors. In our case
this results in a traffic network consisting of 102 edges and 15 vertices.

The recorded trajectories of the zoo visitors become the required movement pat-
tern input to the movement pa ern kernel (compare Section 3.7). Similarly to the pre-
viously synthetically generated data, the real world experiments are conducted with
different percentages of measured edges (10% to 50%). These measurement edges are
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chosen uniformly at random 100 times for each test dataset.
Similar to Section 3.7 we compare our introduced quantity estimation method to

state-of-the-art approaches (Spatial kNN, and Gaussian Process Regression with com-
monly used kernel functions) for each of the 5 datasets. The accuracy of the appli-
cation to real-world data is also measured in mean absolute error MAE, which be-
came a common measure of traffic volume estimations [Zhao & Park 2004, Gong &
Wang 2002,Neumann et al. 2009].

Results of the experiment are depicted in Figure 6.9, the proposed method (repre-
sented by the box-whisker plot in the middle, called PATT) achieved the best predic-
tion performance (measured in mean absolute error - MAE) for the pedestrian quan-
tity estimation problem in comparison to other state-of-the-art methods. The tabular
view on the condensed MAE distribution can be found in Table C.2, Appendix C.
Especially for the first dataset which represents a sparsely monitored zoo traffic net-
work, the results outperform existing methods. The incorporating of expert knowl-
edge on movement preferences allows for the model to well capture the dependencies
of traffic at different edges and, moreover, to improve prediction accuracy.

The hereby described real-world application was also discussed in Section 5.5 in
the context of the software integration. There we described design and development
of an industrial applicable software system for this analysis. In this software sys-
tem, the traffic network was not generated by the sensor locations but a predefined
network was applied and map matching was required for matching of the sensor po-
sitions to the network. The computation, validated in this section, and described in
Section 3.7 was integrated in a web-based user interface which provides map repre-
sentations of the results (Figure 5.4).
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Figure 6.9: Quantity estimation performance at the zoo of Duisburg [Liebig
et al. 2012b]. Performance is measured by mean absolute error (MAE) at se ings with
different ratios of monitored edges (10 to 50 percent). The five methods are: GPR
with diffusion kernel (Diff), spatial k-nearest neighbour (S-kNN), GPR with trajectory
pa ern kernel (Pa ), GPR with regularized Laplacian (RL) and GPR with squared ex-
ponential kernel (SE). Compare Appendix B for an introduction to box-whisker plots
and Table C.2 for a tabular representation of the depicted values.

6.3.7 Sensor Placement with Trajectory Patterns

Besides the traffic volume estimation, another interesting task is to give a solution to
the question where to place the sensors such that the traffic over the whole network
can be well estimated. Based on the proposed quantity estimation method, namely the
movement pa ern kernel, we perform the sensor placement procedure on the zoo of
Duisburg data. Afterwards, pedestrian quantity estimation based on resulting sensor
placement (instead of random placement as done in previous section) is carried out
and performance is measured with MAE (mean absolute error). The computational
process is explained in Section 3.7.1.

The experiments are conducted similarly to previous section. Again, we consider
five different cases, depending on the percentage of edges which are observed by
sensors (ranging from 10% to 50%). For each of these ratios, we compute the automatic
sensor placement and hand the readings of the resulting positions to the movement
pa ern kernel, which estimates the quantity at all remaining (unobserved) edges. The
error is again measured in MAE, mean absolute error.

As result, the red horizontal line in Figure 6.10 depicts the sensor placement per-
formances in comparison to previous random placement (tabular details are Ap-
pendix C, Table C.2). For sparse sensor distribution (low percentages of measure-
ment edges), the sensor placement has a high positive impact on the prediction perfor-
mance. However, for higher sensor numbers the random placement may outperform
the mutual information based sensor placement. One reason is that this placement
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is not optimal but near optimal. Another possible explanation is given by the data.
Due to noise or other unexpected anomalies in the data which are not consistent to
the prior knowledge on movement pa erns.
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Figure 6.10: Sensor placement performance at the zoo of Duisburg [Liebig et al. 2012b].
Performance is measured by mean absolute error (MAE) at se ings with different ra-
tios of monitored edges (10 to 50 percent). The five methods for comparison are: GPR
with diffusion kernel (Diff), spatial k-nearest neighbour (S-kNN), GPR with trajectory
pa ern kernel (Pa ), GPR with regularized Laplacian (RL) and GPR with squared ex-
ponential kernel (SE). Compare Appendix B for an introduction to box-whisker plots
and Table C.2 for a tabular representation of the depicted values.

6.3.8 Summary

This section focussed on automatic, quantitative visitor monitoring for a zoological
garden. The analysis of visitor behaviour became a major topic for museums and
zoos. We conducted our experiments using 15 Bluetooth sensors for 19 days in July
and August 2011. The data analysis was performed using the previously introduced
workflow. These steps field study phase, data preprocessing and data analysis as well as
the presentation of analysis results were the structure of the last sections.

The tackled questions divided in two classes, (1) location based questions and (2)
trajectory based questions. Therefore we addressed first:

� Which a ractions are most popular?

� How long is a visit of a person to an a raction?

� Do spatio-temporal dependencies exist among the visitor quantities of the at-
tractions?

and afterwards:

� Are there regular mobility trends which are repeatedly monitored?
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� Which paths are most frequently used?

For the last question, we presented in this section the application of previously in-
troduced methods for visitor monitoring in a zoological garden. For this real-world
application we used a nonparametric Bayesian method to tackle the pedestrian quan-
tity estimation problem which explores the expert knowledge of movement pa erns.
We validated our proposed method on the real-world dataset collected with the help
of Bluetooth tracking technology at the zoo of Duisburg. Furthermore, we addressed
the question for sensor placement in the given industrial scenario with the trajectory
based graph kernel. The empirical analysis demonstrated that incorporating move-
ment pa erns can largely improve the traffic prediction accuracy in comparison to
other state-of-the-art methods. This application has shown that our work also pro-
vides an efficient and applicable solution to pedestrian volume estimation in indus-
trial real world scenarios.

6.4 Event Monitoring

This section presents a use case at a soccer stadium. On behalf of the European Emer-
gency Support System Project [ESS 2010] (described in previous Chapter 5), we placed
17 Bluetooth Scanners at various locations of the stadium in order to track visitor
movements. Aim of the project was the establishment of a information and control
system which supports local forces in event monitoring, crisis management and risk
analysis. In contrast to existing C4i (Command, Control, Communications, Computers,
and Intelligence) systems [Ebbu 2011] the system integrates expert analysis modules
and rich communication capabilities. Additional advantage is that all the used in-
terfaces and protocols are open and well documented, which enables further devel-
opment of components without dependency on single software companies. Various
sensor technologies should integrate seamlessly in the system and the system should
not depend on a particular communication media (GSM, WLAN). These goals were
achieved, by usage of open communication protocols and inclusion of external expert
systems. The external services are provided as RESTful web services (this REpresen-
tation State Transfer architecture was introduced in Chapter 5, an introduction is also
given in [Richardson & Ruby 2007]).

The historical data analysis component we provided (see Section 5.5.3) hands in the
spatio-temporally aggregated visitor quantities (presence situations) during previous
events to the local forces. The analyses we performed with the recorded dataset are:

� clustering analysis of visitor presence and flow

� creation of a probabilistic model of inner trajectory correlations

� pedestrian quantity estimation with movement pa ern and thereby analysis on
possibilities to omit frequency sensors

The analysis was conducted in the steps introduced in Section 6.1 [Liebig et al. 2013].
These steps field study phase, data preprocessing and data analysis as well as the presen-
tation of analysis results structure the next sections.
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We structure the section as follows. Firstly, we shortly expose the motivating facts
for this application. Next, the field study phase is described with details on the sensor
placement. In the next section we tackle the data description and visual analysis on the
collected data for this scenario. Next sections deal with the analysis of presences and
respectively analysis of flows, continued by the visual analysis of the inner trajectory
correlations. The actual approach is discussed in the last section for this application,
Traffic Quantity Estimation for Event Monitoring.

6.4.1 Motivation

Major public events as concerts and soccer matches which a ract thousands or mil-
lions of visitors are on one hand a great chance for street marketers and advertise-
ment companies but on the other hand also a growing financial risk for the organiz-
ers and a safety hazard for the guests themselves, due to huge expenses and high
visitor densities. Whereas one trend is to build larger infrastructures (concert halls,
stadiums) another trend is the growing visitor number at events. In the last years,
this hazardous development led to devastating disasters (e.g. at Loveparade festival
in 2010). Thus, visitor monitoring in complex facilities became an important subject.
But understanding the movement behaviour, identification of a ractors and distrac-
tors, determination of waiting times, as well as localization of congestions and bo le-
necks gives also insights on visitor preferences and motivations at a particular site
or event. Knowing such detailed information on indoor pedestrian behaviour gives
also a location based performance indicator for different locations inside the build-
ing. Various locations and a ractions can be ranked by their popularity, safety or
frequency. Recently evolved Bluetooth tracking (Chapter 4) became the state-of-the-
art method for combined indoor outdoor monitoring of pedestrian movement [An-
drienko et al. 2012, Hagemann & Weinzerl 2008, Leitinger et al. 2010, Liebig & Kem-
loh Wagoum 2012, Stange et al. 2011, Versichele et al. 2012b]. Understanding move-
ment behaviour or identification of a ractors and distractors gives insights on visitor
preferences and motivations during a particular event. Various locations and a rac-
tions can be ranked by their popularity, safety or frequency.

6.4.2 Field Study Phase

As discussed in Section 4.2, we equipped our sensors with multiple Bluetooth anten-
nas which search simultaneously for visible Bluetooth devices within the sensor foot-
print. Thus, a complete scan of the frequency band is accelerated and moving people
are more likely to become detected while they are in the sensor’s footprint. Each time
a Bluetooth device (e.g. smartphone or intercom) is recognized by the sensor a data
entry is stored in a file. This log-entry consists of time-stamp, sensor identifier, unique
hashed device identifier and the signal strength. The need for hashed device identifier
results from the fact that Bluetooth sensors collect privacy sensitive data. Every Blue-
tooth chip is identifiable by its unique Media-Access-Control-address (MAC) [Blue-
tooth SIG 2004]. Hence, a Bluetooth device (respectively a person) is detectable (and
therefore trackable) beyond the spatial-temporal boundaries of an event. Hence, our
Bluetooth-scanners save just an anonymized identifier, valid for the time of the mon-
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itored event. To scramble the MAC-address, we embed the irreversible SHA-256 en-
cryption algorithm [National Institute of Standards and Technology 2002] with an
event specific random seed into the sensor software. Thus, from the very first data
recording the tracking of people beyond the event boundaries is unfeasible for the
collected dataset.

Figure 6.11: Sensor Placement at Stade des Costières Nîmes [Liebig et al. 2013].

In the first step, we conduct a field study phase in order to locate most suitable places
for sensor placement. The location candidates provide power plugs and are at neu-
ralgic indoor places all over the site. The scanners were installed in advance to the
match and remained at their locations till the departure of the visitors. Thus, com-
plete trajectories of the visitors are contained in the data. For data collection a mesh
of 17 sensors has been deployed among the soccer stadium (Stade des Cosières, Nîmes
at France) during a soccer match on 08/05/2011. The three-dimensional sensor place-
ment is depicted in Figure 6.11.

Every single sensor runs asynchronously and the maximum time for each Blue-
tooth scan may easily exceed the theoretical upper bound [Woodings et al. 2001,Bruno
& Delmastro 2003]. One reason is the noisy environment during the event. Thus, tem-
poral filtering and spatial aggregation is necessary to get a pure dataset. Duplicate en-
tries are removed from the dataset as well as devices which were only detected once
(spot readings). The sensors also record by chance devices of non-interest (e.g. navi-
gation systems of cars or pedestrians passing by at the border of the event area). These
artifacts are removed by vendor filtering (based on the first three bytes of the MAC ad-
dress that identify the vendor [IEEE 2002]) as well as spatial-temporal filtering (based
on recorded radio signal strength and time-stamp). Finally, arbitrary jumps among
sensor locations, resulting from overlapping sensor footprints are also removed. For
this step, the spatial distances between sensor footprints, time-stamp and duration of
the stays are taken into account to calculate individual position changes per time.
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After the data has been purified the dataset contains sequences of positions vis-
ited per device enriched with the time-stamp and stay-time duration. Thus, for every
sensor location quantity of detected visitors can be determined within a particular
time interval by aggregation (compare Section 2.2.4.1 for spatio-temporal aggrega-
tion). Additionally, movement pa erns and information on the popularity of sensor
location transitions remained preserved in the data.

We recorded 47,589 data points from 553 different devices at 17 distinct locations.
The average number of distinct visited sensor locations is 4.37, the median number is
2. The recorded movements have an average duration of 3 hours and 25 minutes. In
total, about 14 percent of the visitors, 553 of 3,898 (this official visitor number does not
contain the people which worked there4), have been recorded during the period of the
match, thus we expect the dataset to be representative. More detailed analyses and
experiments on spatio-temporal representativeness of Bluetooth tracking in a soccer
stadium was conducted in Section 4.2.2.

6.4.3 Data Description and Visual Analyses

Episodic movement data consist of records including the following components: ob-
ject identifier ok, spatial position pi, time t, and, possibly, other a ributes (compare
previous section on Episodic Movement Data, Section 2.2.4). The spatial position may
be specified directly by spatial (geographic) coordinates p = (x, y) or p = (x, y, z) or
by referring to a sensor or location having a fixed position and dimension in space. A
chronologically ordered sequence of positions of one moving object can be regarded
as an abstract trajectory which is spatially and temporally discontinuous (compare
our definition of Movement Pa erns in Section 3.2, Definition 10).

For temporal aggregation of the data, the time is divided into consecutive intervals
of 15 minutes. For spatial aggregation, it is necessary to define a finite set of places
visited by the moving objects. For spatial aggregation, we choose the first of the two
different cases for spatial aggregation, which we distinguished in Section 4.4.2:

� The object positions in the data are limited to a finite set of predefined positions,
such as positions of sensors or cells of a mobile phone network.

� The object positions in the data are arbitrary. This is the case when the positions
are received from mobile devices worn by the objects and capable of measuring
absolute spatial positions, such as GPS devices.

Therefore, the different cell positions from the data can be used directly as places
for the aggregation. To do analysis at a higher spatial scale, we group neighbouring
positions to represent the tribunes.

Based on these geometries, the data can be aggregated to number of visits to the
various sensor locations and number of flows among them (see Section 2.2.4.1 for def-
initions and methods). It should be borne in mind that consecutively visited places
in a discontinuous trajectory are not necessarily neighbours in space. As previously
described (Section 2.2.4), this first step results in a dual representation of trajectories,

4info to the match at h p://www.foot-national.com/match-foot-nimesvannes-32912.html, last accessed
08/05/2012
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as sequences of visits and as sequences of moves. The data can be further aggregated in
two complementary ways.

First, for each place pi and time interval ∆t, the visits of this place in this interval
are aggregated, i.e., the tuples < ok, pi, tstart, tend > where ∀t : tstart ≤ t ≤ tend and
t ∈ ∆t. The count of the visits and the count of different visitors (ok) are computed.
Hence, each place is characterized by two time series of aggregate values: counts of
visits and counts of visitors.

The second way of aggregation is applied to links, i.e., pairs of places < pi, pj >

such that there is at least one move from pi to pj . For each link < pi, pj > and time
interval ∆t, the moves from pi to pj in this interval are aggregated, i.e., the tuples
< ok, pi, pj , t0, tfin > where tfin ∈ ∆t (which means that only the moves that finished
within the interval∆t are included). The count of the moves and the count of different
objects that moved (ok) are computed. Hence, each link is characterized by two or
more time series of aggregate values: counts of moves. counts of moving objects.

Visualization of these aggregates on maps are described in previous section on
Spatio-Temporal Aggregation, Section 4.4.2, and depicted in Figure 2.7. These two ways
of aggregation support two classes of analysis tasks:

� Investigation of the presence of moving objects in different places and the tem-
poral variation of the presence. The presence is expressed by the counts of visits
and visitors in the places.

� Investigation of the flows (aggregate movements) of objects among different
places and the temporal variation of the flows. The flows are represented by
the counts of moves and moving objects for the links.

6.4.3.1 Analysis of Presence

Clustering of spatial situations in different time intervals by similarity reduces the
workload of the analyst: instead of exploring each situation separately, it is possible
to investigate groups of similar situations and to identify events of special interest.

Besides, an appropriate visual representation of the clustering results can disclose
the pa erns of the temporal variation: whether similar spatial situations occur adja-
cently or closely in time or may be separated by large time gaps, whether the changes
between successive intervals are smooth or abrupt, whether the variation is periodic,
etc. For the clustering, the presence situation in each time interval may be repre-
sented by a feature vector consisting of the presence values (i.e., the counts of visits
and/or visitors) in all places. The results of the clustering are immediately visualized.
The centres of the clusters are projected onto a two-dimensional colour space using
Sammon’s mapping [Sammon 1969]. Thus, a colour is assigned to every time inter-
val. Figure 6.12 depicts the result of the clustering (using self-organizing maps with
k = 8). The time-period of the match is very characteristic. The lines in the picture
represent the recorded number of visitors per scanner, thus it can be seen that during
this interval also most of the visitors have been recorded.
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Figure 6.12: Clustering of Presence Situations at Stade des Costières Nîmes (France)
[Liebig et al. 2013].

6.4.3.2 Analysis of flows

The spatio-temporal variation of the flows is explored analogously to the variation of
the presence except that the clustering and visualization tools are applied to the flow
situations instead of the presence situations. The flow situation in each time interval
is represented by a feature vector consisting of the flow magnitudes (counts of moves
and/or moving objects) of the links in this interval.

Figure 6.13 shows results of this clustering after Sammon’s projection [Sam-
mon 1969]. Besides the time of the match also the break is recognizable. We utilize the
found time intervals for separation of the three phases arrival, departure and match
with the temporal boundaries 14:00, 20:00, 21:45 and 22:00.

6.4.3.3 Visual analysis of inner trajectory correlations

Visual exploration of the collected partial trajectories gives indispensable insights of
an event. For determination of visitor preferences or identification of potential haz-
ards it is also necessary to discover the dependencies, correlations and pa erns among
the movements. Therefore, this section tackles the computationally enabled visual ex-
ploration of a Bluetooth tracking dataset for inner dependencies which result by the
non random movement of the people. Existing approaches e.g. direct database access
or usage of a trajectory data warehouse (TDW) [Orlando et al. 2007,Raffaetà et al. 2011]
are unfeasible as the first one requires powerful database hosts and the second pre-
aggregates the data which prevents further analysis.

Our approach represents the movement data by an easy to handle descriptive
model, namely a Spatial Bayesian Network (SBN) [Liebig et al. 2008,Liebig et al. 2009].
This probabilistic model denotes the conditional probabilities among visits to dis-
crete locations and thus holds all required information in a compact format for further
querying. Afterwards, we utilize the previously trained SBN for visual analysis and
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Figure 6.13: Clustering of Flow Situations at Stade des Costières Nîmes (France)
[Liebig et al. 2013].

depict the probability distributions on three-dimensional thematic maps.
The SBN model is a compact generative representation of the latent correlations

within the trajectory dataset (compare Section 4.4.5). The visual user interface, inte-
grated into a Geographic Information System, interacts only with the model and is
thus independent of the size of the underlying trajectory database. However, this ap-
proach is tailored to one specific analysis task as it extracts pa erns early within the
analysis process.

First, we construct three-dimensional polygons based on the sensor locations us-
ing Dirichlet-Voronoi tessellation. Afterwards, we learn the structure and probability
tables of the SBN, which holds a boolean random variable for every polygon. For a
single trajectory the random variables associated to the visited places are true, and
the unvisited ones are false (characteristic function).

As described in Section 4.4.5, we applied the improved SSBNL algorithm [Liebig
et al. 2008,Liebig et al. 2009] to the data set using the following parameterization. As
the data set is comparably small in its number of variables (usage of 15 sensors implies
15 random variables) for this algorithm, a first pre-sampling step within the trajecto-
ries was not necessary. We computed frequent location sets with maximal parity of
4 and a frequency threshold of 5. The Bayesian Network scoring metric we applied
was BDeu [Buntine 1991]. In the end we drew 1,000 edge candidates and add nega-
tive correlations to the network. The whole Bayesian Network learning took about 1
minute on a standard desktop computer (CPU Intel i7 2GHz, RAM 8GB).

For visualization of the three-dimensional dependencies, we created a Voronoi
Dirichlet tessellation of a three-dimensional building model. Both the model and the
tessellation geometries were created in Google SketchUp utilizing Ruby scripts for the
la er. Materials to the resulting geometries (colour and opacity) are assigned accord-
ing to the probability distribution computed by the Spatial Bayesian Network. Fig-
ure 6.14 depicts the results of the Spatial Bayesian Network for four different queries.
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Red colours indicate a high visit probability; blue colours indicate a low probability.
The yellow arrows in the picture mark the points of evidence. The Figure 6.14A (in
the upper-left corner) depicts the probability distribution given the evidence that the
sensor at the ground floor (sensor 34 for comparison in Figure 6.11) has been visited.
It is remarkable that the probability on this side of the stadium is high and low in most
of the other parts. The places in the other tribunes (at the bo om of the pictures) that
possess a relative high probability as well are the VIP rooms and thus visited by the
catering staff and prominent visitors from all tribunes after the match ended. In the
next step we examine the impact of the staff and prominent guests by change of evi-
dence to a restricted entry within the Spatial Bayesian Network. Results are depicted
in Figure 6.14B. All paths that have been used by the catering crew and safety deputies
are inked in red which denotes a high probability of movement. The shops possess a
relatively high probability. They were located in the uppermost floor of the two tow-
ers in the left side of the picture and also in the VIP lounges. As the Bluetooth sensors
became subject to vandalism, safety deputies helped us during data collection. Thus
it can be seen to the right that they visited sensor location three (top of the upper left
tower, compare Figure 6.11) in order to check its presence. In the bo om of Figure 6.14
we combine multiple points of evidence within the query. To the left (picture C) is
a visualization of the combined probability of the visitors at the entry to the major
tribune and to the VIP entry. The visitors selected by this query distribute among the
major tribune and within the VIP rooms. Most likely the untypical movement pa ern
depicted in picture D was our movement for maintenance of the sensors. The tribune
to the left shows a very low probability as it could not be traversed. The tribune on
the right was open for traversing before the match began. Thus, our analysis reflects
these circumstances and helps to understand movement behavior.

Figure 6.14: Query results - yellow arrows mark location(s) of evidence; blue colour
indicates low probability and red indicates high probability of passing by [Liebig
et al. 2013].
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The challenge discussed in this section is the three-dimensionality of the move-
ment data. Thus, we constructed a three-dimensional model of the building where
our experiments were conducted. Furthermore, we created three-dimensional ge-
ometries of Dirichlet-Voronoi tessellations based on the positions of the sensors. The
visualization was integrated in Google Earth using OGC compliant interfaces and a
web service. This allows easy integration into other software modules. Another chal-
lenge, the dependency analysis of the recorded movement data, was addressed utiliz-
ing Spatial Bayesian Networks as an intermediate data structure which holds just the
required data instead of complete trajectories. Once the model is built, querying is fast
and flexible and overcomes the drawbacks of existing methods that rely on random
memory access or aggregation (TDW). The recorded data from the event monitor-
ing application scenario was analyzed in order to identify and reconstruct pedestrian
movement. Analysis of the inner-trajectory correlations revealed in-traversable tri-
bunes as well as visitor preferences.

6.4.4 Traffic Quantity Estimation for Event Monitoring

In this section we study our novel pedestrian quantity estimation which incorpo-
rates movement pa erns (Section 3.7) on the hereby introduced Bluetooth tracking
dataset5.

The quantity estimation method has already been evaluated on synthetic data (Sec-
tion 3.7.2) as well as real-world data (Section 6.3.6). Thus, it is not the aim to vali-
date the proposed again, but to test whether few sensors could have been omi ed
for quantity estimation and whether our proposed method is also applicable if the
assumptions are not fulfilled completely (details will be given next).

First, the soccer dataset [Liebig & Kemloh Wagoum 2012] is divided into three
consecutive time intervals (arrival, match, departure) derived from the clustering of
flows in Section 6.4.3.2 (compare Figure 6.13). The time-stamps for spli ing are (14:00,
20:00, 21:45, 22:00). During the match there is just low movement of the visitors. Thus,
arrival and departure are the most interesting intervals, we therefore conduct our
analysis for these intervals.

Hence, the presumption, we made in Definition 6 (Section 3.2) that Kirchhoff’s
law [Kirchhoff 1845] holds for the traffic network is violated, as in the arrival phase
visitors typically enter the building and stay at their seats (vice versa in the departure
phase). Furthermore, despite modelling the quantity of moving people (flow counts),
we are directly going to model the visit counts per considered time interval.

Thus, the preprocessing differs from the one in previous applications (synthetic
train station data in Section 3.7.2 and tracking data of the visitors to a zoological gar-
den in Section 6.3.6) as follows. The sensor data is not associated to edges, but to
vertices. Therefore, the step of line graph [Harary & Norman 1960] mapping (com-
pare Section 3.7) is omi ed and values are passed directly to the Gaussian Process
Regression. The movement pa erns are obtained separately for the considered time

5published with a major contribution of the author in:
T. Liebig, Z. Xu and M. May. Incorporating Mobility Pa erns in Pedestrian Quantity Estimation and Sensor Placement.
In J. Nin and D. Villatoro, editors, Proceedings of the First International Workshop on Citizen Sensor Networks
CitiSens 2012, LNAI 7685, pages 67–80. Springer, 2013
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interval, whereas the traffic network is derived from the complete recorded dataset
as an aggregation of all sensor transitions (links).

Consecutively, the Gaussian process based sensor placement algorithm (Section
3.7.1) is applied to the two datasets: arrival and departure and their movement pat-
tern. The performance of the kernel based sensor placement algorithm is compared
to random placement (run 35 times each) by quantity estimation error measured in
mean absolute error MAE (Figure 6.15). The Figure depicts the performance for dif-
ferent numbers of sensors, starting from 17 in the left in every step to the right one
sensor is omi ed.

Figure 6.15: MAE for random (grey boxplots) and movement pa ern kernel based
sensor placement (black dots) [Liebig et al. 2013].

In result, the tests reveal, that the GPR method is also applicable if the presump-
tions are not completely fulfilled. This is justified by the low error the gray boxes (ran-
dom placement) have, when omi ing ‘any’ sensor. Furthermore, our kernel based
sensor placement can outperform random placement: when omi ing up to 6 of the
applied sensors in the sensor mesh (these are 35%) our placement still outperforms
random placement and has an acceptable absolute prediction error of 80 persons (2%
of the total number of 3,898 visitors.

6.5 Summary

In this chapter we discussed three real-world applications of the pedestrian quantity
estimation methods. The three different discussed scenarios are:

� Billboard Location Evaluation in train stations,

� Visitor Monitoring at the zoo,

� Event Monitoring for a soccer match.

For the billboard location evaluation (in train stations) scenario we based our anal-
ysis on previous empirical studies which a est the chosen route of pedestrians in train
stations are the quickest path. In the two other scenarios Bluetooth tracking was ap-
plied in order to acquire movement pa erns. The correlations among the locations
are analysed using Visual Analysis, Spatial Bayesian Network representations and
quantity estimation methods.

In general, heterogeneous sensor technologies have been applied. For each of the
applications we firstly executed a field study phase for decisions on sensor selection and
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placement and for ge ing to know the application requirements. The next step was
data preprocessing and visual analysis on the collected sensor data. After data purifica-
tion, we applied, depending on the application scenario, pedestrian quantity estima-
tion modelling either presence counts or flow counts.

In the billboard location evaluation scenario we applied our LSR method (Sec-
tion 3.6) for modelling presences of people in Swiss train stations, i.e. indoor pedes-
trian movement. The second application scenario focused on visitor movement in a
zoological garden. Here we applied our GPR method (Section 3.7) for visitor traffic
estimation as well as for sensor placement, incorporating pa ern knowledge. More-
over we presented here analysis of Episodic Movement Data retrieved from Bluetooth
tracking technology, applied in the zoo. The third application discussed the event
monitoring scenario at the stadium of Nîmes where we analysed temporal similari-
ties of the presence and flows of the visitors as well as their co-visit probabilities among
the locations in the stadium and successfully applied our methods for sensor place-
ment and quantity estimation for a scenario where our presumption from Chapter 1
on closed environments (namely, that Kirchhoff’s law is fulfilled for considered time
interval) does not hold.

The presented application scenarios are only a few of the possible applications for
thePedestrianMobility Analysis System (see Chapter 5) introduced in this thesis. We have
shown in industrial applications that the provided regression methods (LSR and GPR)
which incorporate movement pa erns are able to predict how many people move or
are present at a certain location. We as well applied our innovative methods for sensor
placement and obtained good results in practice.

Having the episodic movement data type, we introduced and applied data analy-
sis methods typical for this type of data.

Finally, the positive results on the data sets where the preliminary presumptions
are completely violated (i.e. Kirchhoff’s law does not hold), are promising for outdoor
usage and application to vehicular data, as in these cases just minor violations are
expected.





Chapter 7

Discussion

“More importantly, our software worked. I don’t just mean that it didn’t
bump, or that it performed according to the wri en specifications, or that it was

efficient in producing reports. It really worked.”

—Eliyahu Moshe Goldra 1
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Within this thesis we contributed with analysis methods for episodic movement data,
two complementary pedestrian quantity estimation regression methods incorporat-
ing movement pa erns or expert knowledge and a software system for the application
of presented methods. In this chapter, we begin by summarizing the previous con-
tents. Afterwards, we highlight the author’s contribution and discuss future research
directions. In the closing remarks we address the expected impact of this thesis.

7.1 Synopsis

Analysis of pedestrian mobility is a highly interesting task for quality of service eval-
uation, location ranking, risk analysis and mobility analysis applications. Particularly
modelling of pedestrian quantities gives indispensable insights on visitor preferences
and motivations. Therefore, the thesis at-hand focuses on pedestrian quantity estima-
tion methods based on episodic movement data. We developed a System for Pedestrian
Mobility Analysis, presented in Chapter 5. We moreover applied the software system
in combination with our contributed quantity estimation methods (Chapter 3) and
methods for analysis of episodic movement data (Chapter 4) in real-world industrial
scenarios (Chapter 6). The real world applications we apply our methods to, cover
the following real world scenarios:

1Israeli Physicist, 1947–2011, The Goal: A Process of Ongoing Improvement, [Goldra , E. M. and Cox, J. 1992]



142 Chapter 7. Discussion

� Billboard Location Evaluation for Swiss train stations: pedestrian quantity estima-
tion in 27 major train stations,

� Visitor Monitoring at the zoo of Duisburg: sensor placement and visitor route
choice monitoring and

� Event Monitoring during a soccer event at Stade des Costières, Nîmes (France):
path selection and quantity estimation in spatio-temporal dimension.

Each of the applications requires different traffic modelling, i.e. quantity estimation
based on either moves or visits. Besides conducting experiments on pedestrian quan-
tity estimation, we provide comprehensive analyses of the recorded data sets. Thus,
required fundamentals on pedestrian mobility and spatio-temporal data handling are
introduced in Chapter 2. The posed questions in each of the applications trigger our
method choices.

7.1.1 Summary

In detail, we started in Chapter 2 (after a brief introduction in Chapter 1) by discussing
the theoretical basis for our research. We shortly pointed out relevant facts on pedes-
trian mobility. Then we succinctly reviewed the spatio-temporal geography notions
with focus on the state-of-the-art geographical database systems as well as on state-of-
the art mobility data types, i.e. the Episodic Movement Datawith author’s contribution.

Since we introduce a pedestrian mobility analysis system, we discussed in the sec-
ond Chapter the two different classes of mobility models (microscopic and macro-
scopic ones) and we shortly approached the mobility pa erns, as our novel meth-
ods (later described in the third Chapter) incorporate movement pa erns and return
higher accuracy results than similar methods. Moreover, we exposed some of the
state-of-the-art pedestrian quantity monitoring techniques, since our algorithms re-
quires this kind of observations.

Chapter 3 discussed the two major contributed methods for pedestrian quantity
estimation. Hereby we discussed the related work approaches and we compare them
to our own methods. After positioning our contribution in the related work spectrum
we described and discussed the two regression approaches: Least Squares Regression
(LSR) and Gaussian Process Regression (GPR). Moreover we validated and presented
the results in this chapter as well.

In the fourth Chapter we focused on the movement pa ern analyses based on
Bluetooth tracking data. In this chapter we described in detail the Bluetooth tracking
technology, as well as its representativeness and we detailed both of the microscopic
and macroscopic movement analyses using Bluetooth. For the microscopic move-
ment analysis we briefly reflected the modelling using micro-simulation [Liebig &
Kemloh Wagoum 2012] and the monitoring based on Bluetooth radio signal strength
[Utsch & Liebig 2012]. In case of macroscopic movement analysis we discussed the
acquisition of sequence pa erns with Bluetooth tracking technology, spatio-temporal
aggregation as well as clustering for (1) presence situations and (2) flow situations.
Finally, within the macroscopic movement analysis we dealt with modelling correla-
tions using Spatial Bayesian Networks.
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The fifth Chapter strengthens the contribution of this thesis by introducing a prac-
tical system for pedestrian mobility analysis supporting the implementation of the
previously presented theoretical methods. In this chapter we shortly presented the
software development cycle of the pedestrian mobility analysis system tailored for the
real-world application scenarios. Firstly, we approached the requirements elicitation
phase where the system functionalities have been established to fulfill the application
requirements. Secondly we described the system architecture with the composing
layers, the interfaces and protocols of communication between them and the tempo-
ral interaction between them in a sequence diagram. Lastly, we showed the software
integration for our system, in terms of robustness analysis, user interface and integra-
tion to the European Emergency Support System [ESS 2010].

The sixth Chapter discussed the successful application of our system into three
different real-world industrial scenarios. We divided the chapter into three parts, by
roughly providing the knowledge discovery workflow phases [Fayyad et al. 1996] for
each of the applications. The three industrial cases are firstly, the Billboard location
evaluation where we applied our method for pedestrian quantity estimation to major
Swiss train stations. Secondly, the Visitor monitoring scenario in the zoological garden
of Duisburg confirmed the benefits of our pedestrian monitoring method incorporat-
ing movement pa erns, as well as of the sensor placement method. The third appli-
cation dealt with Event monitoring in the stadium of Nîmes during a soccer match. We
showed here visual analytics on the sensed data as well as traffic quantity estimation
for event monitoring.

7.1.2 Contributions

Throughout this thesis we showed that the proposed methods for pedestrian quantity
estimation incorporating movement pa erns overcome the weaknesses of the other
related works. We have validated our approach against the state-of-the-art related
work methods and ground truth and obtained higher accuracy (measured with mean
absolute error). We applied the person tracking technology based on Bluetooth in
mixed indoor outdoor scenarios. Furthermore, we developed visual analytics meth-
ods for analyzing EpisodicMovement Data in terms of spatial correlations and temporal
similarities. We incorporated the functionality for quantitative pedestrian flow anal-
ysis in a comprehensive software system for real-world applications and successfully
applied the methods in industrial application scenarios. We addressed the posed re-
search questions (compare Section 1.1) within this thesis:

� How to track pedestrians in mixed indoor/outdoor environments?

� How can values on pedestrian quantities be estimated from few empirical mea-
surements?

� At which places should a constrained number of quantity sensors be located?

� How can the developed methods be used in practice?

And contributed with:
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� Novel methods for pedestrian quantity estimation and automatic sensor place-
ment which incorporate not just traffic network and sparse sensor readings,
but allow incorporation of expert knowledge in form of movement pa erns or
heuristics on movement pa erns.

� Methods for analysis of spatial correlations and temporal similarities contained
in Episodic Movement Data data, which became prominent, e.g. by proliferation
of Bluetooth tracking, RFID tracking, location based social networks or billing
records.

� Integration of presented methods in a software framework adjusted to the re-
quirements from real-world application scenarios. Application of the software
system to real-world scenarios. Deployment of this software system within the
European ESS project [ESS 2010].

We disseminated our contributions in the data mining and machine learning research
field as well as in the operations research field by publishing our research in major re-
search volumes, see Section 1.6.

7.2 Future Work

Though the thesis is shaped in a round figure, several new research questions
emerged from our analysis which will inspire future research.

Foremost, studies which explore the performance of proposed methods, in case
our preconditions are violated, are of interest. We limited our study to the analysis of
pedestrian movement in closed environments, as it is easy to validate the estimated
results against the ground truth without any side effects (as caused by parking lots for
vehicular data). Therefore, it is interesting how our methods perform for vehicular
data. For the Gaussian Process Regression we assumed to have noise-free sensors, in
practice this is a strong assumption which needs some relaxation.

For the presented sensor placement methods, active learning strategies should be
provided and moving sensors are interesting future research directions (e.g. moving
Bluetooth sensors, compare [Naini et al. 2011]).

Additionally, it should be studied, how the traffic network and the sensor mesh
could be defined on different spatial granularities (e.g. cell-based tracking in a mostly
unknown area). Therefore, also new sensor technologies should be explored. The
rise of location based social networks, the emergent availability of mobile phone data
for research and the almost omnipresent video surveillance systems [Köln 2011,web-
cams.travel 2011] provide valuable input for real-time mobility analysis systems.

Furthermore, the presented tracking technology (Bluetooth tracking) may infringe
the privacy of the monitored people. We partly addressed this by application of a
hash function to the person identifier. However, in general this is not sufficient as
shown in [Monreale et al. 2010]. A possible solution also heading for stream process-
ing of recorded data entries could provide usage of sophisticated hashes (sketching
techniques) as recently provided to RFID data [Qian et al. 2011].

In summary, the future research directions popped up in all the steps we accom-
plished throughout the thesis. Our major future research focus is the establishment of
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a real-time, generative pedestrian mobility model which incorporates real-time sen-
sor readings, dynamic traffic networks, spatio-temporal mobility pa erns as well as
context information, which is highly needed for real-world applications and for the
creation of intelligent environments.

7.3 Closing Remarks

The work on this thesis was driven by real-world applications and projects. The meth-
ods performed well under posed preconditions. Thus, the hereby presented methods
are already deployed and will find future applications and improvements.

The formalization of a novel data type of episodic spatio-temporal mobility ob-
servations, Episodic Movement Data, provided a unique term for the research commu-
nity and will join researchers of different areas, e.g., working on location-based social
networks as well as mobile phone logfiles. Additionally, we stimulated the dialog
between the research disciplines Data Mining and Operations Research by comprehen-
sive publication of our research questions and the provided approaches. The study
of future research directions and related questions already started, by the author’s
dissemination of the research results.

As the author I am thrilled by the great scientific impact of the innovative contri-
bution to incorporate movement pa erns in pedestrian quantity estimation methods.
Personally, I am glad to see, that this thesis was game-changing for the proliferation of
Bluetooth tracking and consideration of this technology for future mobility analysis.





Appendix A

Interface Protocols of the System

for Pedestrian Mobility Analysis

A.1 Requests to the Software System

The scheme for requests sent to the data analysis module is

<?xml version="1" encoding="ISO-8859-1" ?>
<xs:schema xmlns:xs="http://www.w3.org/2001/XMLSchema">
<xs:element name="request">
<xs:complexType>
<xs:sequence>
<xs:element name="screen">
<xs:complexType>
<xs:sequence>
<xs:element name="bounds" type="xs:string"/>
<xs:element name="center" type="xs:string"/>
<xs:element name="zoom" type="xs:integer"/>

</xs:sequence>
</xs:complexType>
</xs:element>
<xs:element name="calendar">
<xs:complexType>
<xs:sequence>
<xs:element name="years">
<xs:complexType>
<xs:sequence>
<xs:element name="year" type="xs:integer"
maxOccurs="unbounded" minOccurs="0"/>

</xs:sequence>
</xs:complexType>
</xs:element>
<xs:element name="months">
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<xs:complexType>
<xs:sequence>
<xs:element name="month" type="xs:string"
maxOccurs="unbounded" minOccurs="0"/>

</xs:sequence>
</xs:complexType>
</xs:element>
<xs:element name="days">
<xs:complexType>
<xs:sequence>
<xs:element name="day" type="xs:integer"
maxOccurs="unbounded" minOccurs="0"/>

</xs:sequence>
</xs:complexType>
</xs:element>
<xs:element name="hours">
<xs:complexType>
<xs:sequence>
<xs:element name="hour" type="xs:integer"
maxOccurs="unbounded" minOccurs="0"/>

</xs:sequence>
</xs:complexType>
</xs:element>
<xs:element name="weekdays">
<xs:complexType>
<xs:sequence>
<xs:element name="weekday" type="xs:string"
maxOccurs="unbounded" minOccurs="0"/>

</xs:sequence>
</xs:complexType>
</xs:element>

</xs:sequence>
</xs:complexType>
</xs:element>

</xs:sequence>
</xs:complexType>

</xs:element>

For convenience an example request is stated here:
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<request>
<screen>

<bounds>
((49, 3),
(51, 10))

</bounds>
<center>(50, 7)</center>
<zoom>8</zoom>

</screen>
<calendar>

<years>
<year>2005</year>
<year>2006</year>

</years>
<months>

<month>April</month>
<month>May</month>
<month>June</month>

</months>
<days>
</days>
<hours>

<hour>5</hour>
<hour>11</hour>
<hour>12</hour>
<hour>20</hour>
<hour>21</hour>

</hours>
<weekdays>

<weekday>Thursday</weekday>
<weekday>Saturday</weekday>

</weekdays>
</calendar>

</request>

A.2 Replies to the User Interface

The scheme for returned KML 2 reply can be found at
h p://code.google.com/apis/kml /schema/kml21.xsd. Mainly, we use
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GroundOverlays to highlight locations and Placemarks to store geometries.
The geometries are defined as children of the Placemark tag similar to this example:

<MultiGeometry>
<Polygon>
<outerBoundaryIs>
<LinearRing>

<coordinates>4, 51, 0
4, 50, 0
4, 51, 0
4, 51, 0
4, 51, 0
4, 51, 0</coordinates>

</LinearRing>
</outerBoundaryIs>

</Polygon>
</MultiGeometry>

Time series of predicted values are in the ExtendedData tag.

<ExtendedData>
<Data name="WEEKDAY_Sun">
<displayName>Sun</displayName>
<value>295</value>

</Data>
<Data name="YEAR_2011">
<displayName>2011</displayName>
<value>0</value>

</Data>
<Data name="MONTH_May">
<displayName>May</displayName>
<value>85</value>

</Data>
<Data name="MONTH_Jun">
<displayName>Jun</displayName>
<value>110</value>

</Data>
</ExtendedData>
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Brief introduction to Box Plots

The box plotwas firstly introduced by [Tukey 1970] and it gives a compact visual repre-
sentation of a distribution. The plot depicts main statistical features: range of the data,
median (Q2) and lower (Q1) and upper quartile (Q3). The antennas next to the box
are called whiskers [McGill et al. 1978]. Many variations exist for the definition of the
whiskers. In the diagrams presented in this thesis, we apply the 1.5 ·IQR rule [Frigge
et al. 1989] (with IQR being the interquartile range IQR := Q3 − Q1) as follows:
Lower whisker ranges to Q1 − 1.5 · IQR, higher whisker ranges till Q3 + 1.5 · IQR.
Figure B.1 depicts an annotated view of this box and whisker plot visualization.

Figure B.1: Example of a box and whisker plot visualization. The box represents lower
(Q1), median (Q2) and upper quartile (Q3) of the distribution. Additionally, whiskers
and outliers are depicted according to the 1.5 · IQR rule.
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Tabular Validation Results

The tests of the GPR method were conducted first with synthetic traffic networks (Sec-
tion 3.7) and afterwards with the dataset collected at the zoological garden in Duis-
burg (Section 6.3.6).

For every ratio of measured edges (five ratio groups from 10% to 50%) the test is
performed 100 times. In case of synthetic data the computation is performed with 100
different traffic networks, in case of the empirical data (just) the sensor positions are
swapped. The computations are conducted (using R and python implementations)
as follows:

� Firstly, the traffic network is drawn at random from the vertex degree distribu-
tion.

� Afterwards, a spatial extent for the traffic network is reconstructed by laying it
out.

� A random flow is generated in the traffic network by increasing the path-based
frequency between pairwise selected dead-ends (which represent exits of the
closed environment).

� Within this network, the sensor locations are defined.

� The (1) frequency values of the sensor locations, (2) the traffic network as well
as (3) the previously drawn paths (without their frequency value) are passed to
the quantity estimation algorithms.

The process is repeated 100 times for each of the five classes using five algorithms.
Therefore for each test 2,500 performance measures were computed and the box-plot
visualisation provides a compact view on the results. However, next tables provide
the condensed estimation results of the five compared algorithms for the considered
scenarios.
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Dataset Algorithm Min Q1 Q2 Q3 Max
10% S-kNN 1541 2964 4150 5128 16238
10% RL 1541 2752 3212 4893 10343
10% SE 1541 2964 3947 5128 8664
10% Diff 1541 2964 3947 5128 8664
10% Pa 702 2569 2990 5148 11929
20% S-kNN 1401 2768 3537 4496 11830
20% RL 801 2329 2887 4185 7943
20% SE 1100 2321 3035 5244 8862
20% Diff 1401 3032 4022 4893 12603
20% Pa 222 1793 2742 4780 10214
30% S-kNN 1108 2293 2714 3566 5284
30% RL 536 1833 2400 3380 6571
30% SE 782 1942 2541 3632 9850
30% Diff 1185 2840 3584 4435 8776
30% Pa 61 1310 2190 3145 7734
40% S-kNN 1185 2084 2509 3012 5292
40% RL 564 1721 2210 2747 5690
40% SE 838 1833 2435 3290 7586
40% Diff 1185 2860 3548 4772 8815
40% Pa 165 779 1500 2393 6825
50% S-kNN 862 1566 1925 2197 3473
50% RL 251 1230 1687 2160 4279
50% SE 660 1615 2020 2548 5140
50% Diff 1517 2845 3541 4538 10546
50% Pa 16 611 1249 1797 4408

Table C.1: Truncated statistical features of the mean absolute error (MAE) distribution
depicted in Figure 3.7: Pedestrian quantity estimation on synthetic networks of train
stations. Performance is measured by MAE at se ings with different ratios of mon-
itored edges (10 to 50 percent). The five methods: GPR with diffusion kernel (Diff),
spatial k-nearest neighbour (S-kNN), GPR with trajectory pa ern kernel (Pa ), GPR
with regularized Laplacian (RL) and GPR with squared exponential kernel (SE)
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Dataset Algorithm Min Q1 Q2 Q3 Max
10% S-kNN 1266 1429 1437 1458 1654
10% RL 1079 1117 1121 1123 1183
10% SE 1083 1134 1138 1141 1216
10% CG 1216 1230 1234 1236 1291
10% Pa 868 966 980 992 1100
10% SP 467 467 467 467 467
20% S-kNN 1116 1131 1134 1150 1244
20% RL 922 973 976 980 991
20% SE 877 960 964 972 982
20% CG 1058 1145 1147 1150 1158
20% Pa 655 741 752 762 790
20% SP 400 400 400 400 400
30% S-kNN 883 988 994 1000 1021
30% RL 813 847 855 859 916
30% SE 694 793 802 807 822
30% CG 1046 1050 1052 1056 1166
30% Pa 475 570 586 596 683
30% SP 383 383 383 383 383
40% S-kNN 779 797 810 816 838
40% RL 702 711 719 721 800
40% SE 615 625 632 634 700
40% CG 950 987 989 994 1013
40% Pa 413 430 431 436 494
40% SP 383 383 383 383 383
50% S-kNN 630 666 670 673 683
50% RL 561 608 611 615 619
50% SE 458 524 527 528 535
50% CG 933 957 959 962 983
50% Pa 325 352 358 369 416
50% SP 383 383 383 383 383

Table C.2: Truncated statistical features of the mean absolute error (MAE) distribution
depicted in Figure 6.9: Quantity estimation performance at the zoo of Duisburg. Per-
formance is measured by MAE at se ings with different ratios of monitored edges (10
to 50 percent). The five methods: GPR with diffusion kernel (Diff), spatial k-nearest
neighbour (S-kNN), GPR with trajectory pa ern kernel (Pa ), GPR with regularized
Laplacian (RL) and GPR with squared exponential kernel (SE). Values for automatic
sensor placement SP (Figure 6.10) are included in red.
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