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Using Data from Location Based Social 

Networks for Urban Activity Clustering 

Roberto Rösler1and Thomas Liebig 

Abstract Understanding the spatial and temporal aspects of activities in urban re-

gions is one of the key challenges for the emerging fields of urban computing and 

emergency management as it provides indispensable insights on the quality of ser-

vices in urban environments and helps to describe the socio-dynamics of urban 

districts. This work presents a novel approach to obtain this highly valuable 

knowledge. We hereby propose a segmentation of a city into clusters based on ac-

tivity profiles using data from a Location Based Social Network (LBSN). In our 

approach, a segment is represented by different locations sharing the same tem-

poral distribution of check-ins. We reveal how to describe the topic of the deter-

mined segments by modelling the difference to the overall temporal distribution of 

check-ins of the region. Furthermore, a technique from multidimensional scaling 

is adopted to compute a classification of all segments and visualize the results. 

The proposed method was successfully applied to Foursquare data recorded from 

May to October 2012 in the region of Cologne (Germany) and returns clear pat-

terns separating areas known for different activities like nightlife or daily work. 

Finally, we discuss different aspects related to the use of data from LBSNs. 

1 Introduction 

Residents do not use urban space homogeneously. Whereas some areas consist of 

residential quarters, others represent nightlife or industrial districts. Thus, the �us-

age pattern� of a city centre differs from an industrial region or a trendy neigh-

bourhood; the shops in the city centre are visited during regular opening times 

whereas the bars attract people especially in the evening hours. 

The identification of places with similar usage is an interesting topic for author-

ities, urban analysts and residents, as it provides valuable insights. For example it 

can be used for assessing the quality of services in urban environments and helps 

to describe and understand the socio-dynamics of these areas or to support town 
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development planning. Furthermore it can be used to explore the genuine use-

related urban structure on an up-to-date and microgeographic level, which could 

be contrasted with official planning data (may be out dated, on a much higher lev-

el or incomplete) and hence reveal important information about planning devia-

tion. Another application could be, to improve official databases. In this context it 

has also a second function, as the underlying empirical, open and fine-grained data 

capturing the socio-dynamics might provide some unbiased knowledge, which is 

generally unavailable to individuals without local knowledge and access to special 

data sets. Furthermore, the identification of similar regions is crucial for evaluat-

ing (scoring or ranking) the performance of places under an economic view e.g. 

shopping facilities or nightlife areas. Shop planners would benefit from this in-

formation, when making a selection of possible sites for daytime dependent busi-

ness. In the field of disaster management, local activity profiles are of high value 

for planning preventive actions by responsible agencies because the profiles pro-

vide knowledge of typical spatio-temporal activities in different districts. Hence, it 

enables the planning authorities to facilitate effective and forward-looking action 

plans and gives them the opportunity for an optimized resource management. 

This paper addresses the question of how to identify spatial regions with simi-

lar temporal activities using widely available up-to-date data about the interaction 

of people and places. Our approach utilizes location based social network data as 

input for a spectral clustering. 

The data contains so-called check-ins for spatial locations combined with per-

son identifiers and a feature type (i.e. bar, restaurant, etc.) for the location (re-

ferred as venues). The temporal aggregation of the check-in frequencies per hour 

results in a vector per location containing 24 integers. These vectors and therefore 

the associated spatial objects are used for clustering. This is in contrast to [1], 

where the spatial situations (i.e. the presence or flow aggregates among all loca-

tions at a particular time-stamp) are subject to clustering. The method we propose 

utilizes spectral clustering and thus provides the capability to find arbitrarily 

shaped clusters without posing any constraints. The intuitive colouring of the re-

sulting clusters helps to understand the activity profiles of the considered regions. 

To achieve this, we apply Sammon`s projection (compare Section 3). 

The proposed algorithm has been successfully applied to Foursquare check-ins 

recorded from May 2012 to October 2012. The novel contributions of this paper 

are threefold: (1) The clustering based on constructed activity profiles provides a 

deeper understanding of the spatio-temporal structure of a city. (2) It is shown, 

how a new combination and extension of existing approaches allows a more natu-

ral way to cope with typical real-world clustering problems like the estimation of 

parameter values, the choice of a useful similarity metric or assumptions about the 

cluster type. (3) Moreover, to our best knowledge, this is the first approach using 

LBSN data for microgeographic modelling outside the �densely monitored re-

gions� (foremost in the US), which are used by most of the studies analysing 

LBSNs. The hereby-studied dataset is sparser. With this dataset, we still achieved 

reasonable results, however, a systematic analysis of the impact and requirements 

on sampling density are not subject of this paper.  
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A systematic literature survey and outlook on future extensions completes this 

work. 

The remainder of the paper proceeds as follows. Section 2 highlights other re-

lated approaches for analysing or using data from location based social networks. 

In Section 3, we introduce our novel approach to model local spatio-temporal ac-

tivities. Afterwards, in Section 4, we conduct our experiments with a subsample of 

the Foursquare data. We close with a discussion and an outlook on future work in 

Section 5. 

2 Related Work 

Area of Application 

The field of Urban Computing analyses how modern ICT infer and integrates with 

urban life and is one of the emerging research fields. There is also an obvious in-

terest in the relation between urban dynamics and data gathered from various 

sources depicting human activity to improve and fasten the understanding of so-

cial processes and interactions [17]. One approach is about using cell phone data 

to model time-dependent behaviour of a city by clustering and, similar to our ap-

proach, interpreting the resulting patterns [24]. However, obtaining cell phone da-

ta is much more complicated (access, size, preparation and legal aspects) and often 

restricted to certain purposes (not to mention the public concern about the viola-

tion of privacy by analysing mobile-device data2). In contrast to that, parts of the 

data from LBSNs are public to everyone and feature a considerably less compli-

cated structure.  

The same holds when it comes to data from surveys. The research in [14] 

shows an example where data from a large-scale survey is used to model the urban 

spatio-temporal structure in the Chicago metropolitan region. Even though the da-

ta is publicly available and forms a good representation of the total population, it 

only covers one region. In addition, the question arises if the individual design 

makes surveys from different regions comparable to each other. Nevertheless, the 

fusion of data from various sources like cell phone data, surveys and LBSNs 

seems to offer a major advantage in understanding urban life.  

Data from the new field of LBSNs stimulates different researchers to analyse 

urban life. In [2] the aim is to model the spatio-temporal characteristics of urban 

land use based on information from Foursquare whereas [22] uses the feature type 

of venues to identify user communities and urban neighbourhoods. Similar to that, 

the �Livehoods Project� [7] takes a more natural approach to characterize and dis-

tinguish different social areas. For that, the authors used check-in data from Four-

square giving them a more realistic picture than using official municipal organiza-

                                                           
2 http://www.telecompaper.com/news/german-govt-to-limit-telefonica-plans-to-sell-customer-

data--905518 (last visited: 14.11.2012) 
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tional units. Hence, in contrast to our approach the �Livehoods Project� is more 

focused on the delimitation of social than functional areas. 

Besides the understanding of urban life also in emergency management, data 

from location-based social networks and microblogging services seem to form a 

valuable source to get some early information of potential crisis events. Different 

approaches therefore use data from Twitter [8,22,27] or the combined data from 

different LBSNs to detect disasters [4] and present information to officials and 

emergency personnel. 

General Aspects Using Data from LBSNs 

LBSNs form a completely new phenomenon for the research community and 

therefore require some basic understanding of the motivation why, where and how 

people share information about their location and mobility behaviour and how 

they deal with the aspect of privacy [18]. Other researchers analyse characteristics 

of human mobility through data from social networks like in [21]. For example, 

[5] explore some general aspects of movement patterns, returning probability and 

economic and geographic constraints using a dataset of 22 million check-ins 

worldwide. They also analyse the textual content given by short messages or an-

nouncements from the check-ins to identify significant terms and sentiments about 

the locations visited by the users. The authors in [6] analysed users movement in 

relation to their social relationships represented by the structure of their social 

network. Their findings show that the social relationship explains a significant 

amount of human movement even though most of it is explained already through 

periodic behaviour. With the possibility to explain historical movements, it seems 

logical that other researchers also look at the task of making predictions of future 

movements on the basis of the user`s history and the structure of the social net-

work [6,10]. 

Spatial Topic Modelling 

One important field that brings together the data from Location Based Services 

and Urban Computing is topic modelling. Here different authors analyse the exist-

ence of local geographic topics which essentially are locations connected by user 

movements and share some common theme � like �sports� or �business trip� 

[19,16]. While Foursquare data seems to be dominating most of the research pa-

pers mentioned here, the authors in [29] explore Whrrl3, a different source which 

is not active anymore. They discover temporal patterns related to venues and their 

categories. They show that even if the feature type (e.g. college, restaurant) is not 

consistently used across all venues, the distribution of check-ins in time reveals 

distinguishable patterns between categories. Besides using data from LBSN other 

researchers show how to extract topics, make location prediction (this is an im-

portant step because still a lot of user generated content comes without coordi-

nates) [12] and use identified sentiments to improve services for tourists [26], all 

with data from micro-blogging services like Twitter.  

                                                           
3 http://en.wikipedia.org/wiki/Whrrl (last visited: 14.11.2012) 
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Privacy 

The last discussed aspect here (but not less important) is the dimension of privacy 

for both, users and analysts, when dealing with data or topics related to LBSNs. A 

Characterization of non-private information and status messages of users and ven-

ues which are available from Foursquare (e.g. tips, mayorship status) is provided 

in [23]. The authors furthermore estimate the home city of a person using only 

publicly accessible information. In [15] a new framework for preserving residen-

tial privacy for users from Foursquare is proposed. 

3 Modelling local spatio-temporal activities 

Location based social networks (LBSNs) allow people to share location based in-

formation (e.g. position, time, location description, etc.) with other users. In return 

they get incentives from the LBSN provider for being an active user in the com-

munity or they benefits from local shops for visiting them. While the user �checks 

in� at a place (called venue) his location will be shown on his mobile phone and 

also be depicted to his friends. In addition, it is possible to rate venues and attach 

notes, pictures or other information to check-ins. Use cases for this new type of 

service cover a broad spectrum from exploration over recommendation to loca-

tion-based gaming [3]. 

Throughout this paper we use data collected from one of the largest LBSNs, 

called Foursquare, with a community of more than 25 million users worldwide 

who produce over one million check-ins per day (October 20124). This rich data 

source gives us the opportunity to analyse the spatio-temporal interaction between 

individuals and places and to project the results onto a crisp classification of local 

clusters, which are described by their activity profiles.  

Before explaining our methodology, we hereby state our notation:  is a set of 

 Foursquare venues ,   is a set of  Foursquare users ,  is set of check-ins 

where each check-in  consists of a venue , a user  and a timestamp . For 

two venues we can calculate the geographic distance  for all  using 

the given coordinates from  and . 

According to [1] we address the uncertainties in spatio-temporal data by aggre-

gation. Thus, in a first step aggregates are estimated for every venue  containing 

the count of all check-ins  per hour to get a vector of the hourly distribution of 

check-ins , where the  Element (written as ) represents the number of 

check-ins at the venue  at hour  with  - we call this the activity profile 

of a venue. The next preparation step is data filtering. Thus, we remove all venues 

that have less than two check-ins or two unique users. 

 

  

                                                           
4 https://foursquare.com/about/ (last visited: 14.11.2012) 
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Affinity Measure  

For clustering the venues according to their activity profile, we define a similarity 

measure in the following way: Interpreting the profile of a venue as a short time 

series, we calculate a distance between two venues based on a comparison of the 

shapes of their profiles; see [28]. The idea is, that if  and  are similar, the 

change from  to  should be similar for both venues for all possible values of 

 and . For a chosen  and  this means a comparison of the shift from  to 

 with the shift from  to  The possible values of the shift  among  

and  are qualitative, therefore  gets the label �increase� if 

; �decrease� if   and �no-change� if both are the same. The 

similarity between two venues  and  with respect to a shift from  to  is 

denoted as as ) and is defined in the following Ta-

ble 1. 

 

 

increase no-change 
decrease 

 increase 1 0.5 0 

no-change 0.5 1 0.5 

decrease 0 0.5 1 

Table 1 Similarity of the shifts  and between the venues and .  

At last we define an affinity measure between two venues as  

 

where  is the number of all possible comparisons (  in our case). 

Clustering Algorithm 

For our analysis, we apply the spectral clustering as in [20] because it finds arbi-

trarily shaped clusters and does not pose any constraints on them (in contrast to 

the k-means, for example, which assumes cluster to be convex). For this, we fol-

low the preparations given in [7] to create first the  affinity matrix 

 where: 

if
. 

Here  refers to the  nearest venues to with respect to their distance . 

The small constant  assures that every venue is connected to its neighbours 

( was set to ). The affinity matrix  together with the number of desired par-

titions  is given as input to the spectral clustering algorithm described in [20]. 

The result is a partition of all venues into  disjoint clusters  where every 

Draft



Draft

7 

cluster  could be mapped on a subgraph  of graph  where  is a set 

of the corresponding vertices to . As in [7], we apply a post-processing step to 

get spatially contiguous partitions. Here we replace every subgraph  with a 

set of clusters produced by splitting it into its connected components. 

Evidence Accumulation Clustering (EAC) 

There exist many different clustering algorithms each having its advantages like 

simplicity, a small number of parameters, the ability to identify arbitrary shaped 

clusters or the capability to handle large data sets [13]. The difficulty is that every 

clustering algorithm and even any set of parameters will produce a somewhat dif-

ferent solution. This makes it hard to decide, which result should be kept. In our 

case, there is no prior knowledge about the number of clusters in the region under 

study. Consequently, it is not easy to estimate the right value for the parameter . 

An approach to overcome this problem is called evidence accumulation clustering 

(EAC) and was proposed in [9]. The notion behind this method is to build clusters 

with different algorithms and parameterizations and then to aggregate all solutions 

into one final partition using every single partition as a voting if instances should 

be placed together. If two venues will be placed together in most solutions, it is 

reasonable to assign them to the same cluster in the final partition. In this context, 

this method could also be understood as a tool to enhance the validity of the re-

sulting partition by reducing the impact resulting from a single non-optimal clus-

tering (like not well-separated clusters).  

We adopt the idea of evidence accumulation clustering, to combine different 

runs of the spectral clustering, where  is sampled from the interval  to  

in every single run. The algorithm is as follows: 

 

Input:  

 

 � number of runs;  and  � interval for the possible values of  

 � the number of venues 

Output: Final partition  

1. Initialize the  association matrix , which will contain the �votes� 

of every iteration, with zero 

2. Do  times: 

2.1. Randomly select  from the interval   to  

2.2. Run the spectral clustering with the chosen  and the precomputed affinity matrix  

to produce a partition  

2.3. Update the association matrix  according to the following rule: 

for every pair of venues  in the same cluster in  set  

3. Transform the association matrix  into a distance matrix  by  

4. Extract the final partition  with complete linkage clustering using the distance matrix 

. On the resulting dendrogram the final cutpoint is obtained by the highest �cluster life-

time� which is the longest �gap� between two successive merges. 

Algorithm 1 Slightly modified version of the EAC Algorithm based on [9]. 
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4 Experiment 

4.1 Data collection 

The data used here contains Foursquare check-ins from May 2012 to October 

2012. We collected all public check-ins found by searching the Twitter Timeline5 

for Foursquare tags by restricting them to the German language (for this we used 

the search options from Twitter). Then the information about all check-ins was 

gathered by querying the Foursquare API6. Afterwards we verified the country at-

tribute of the check-ins and the extracted coordinates and discarded all check-ins 

not belonging to venues in Germany. In addition, venues were enriched with in-

formation using the Foursquare API again. Essentially, this information contains 

the hierarchy of the feature type used in Foursquare (e.g. Arts & Entertainment, 

Travel & Transport). Finally, the check-in ID, the user ID, the venue ID, the venue 

name, the check-in date and time, the main feature type of the venue and the coor-

dinates for every check-in are known. 

Our analysis focuses on the city of Cologne as an example for a major German 

city with more than 1 million inhabitants. After removing a few inconsistent items, 

the final dataset for Cologne consists of 11,890 check-ins from 2,093 users over 

more than 1,008 venues. The size of our dataset is considerably smaller than in 

other approaches (for example [7] and [19]) but most of them focus on major re-

gions in the US with an disproportionate number of active users compared to the 

majority of the regions in Germany. So the question is raised if such micro-

geographic approaches based on public data from LBSNs are also applicable in 

urban regions in Germany.  

Figure 1 and Figure 2 depict some general characteristics of the data. In Figure 

1 the hourly check-in frequency averaged over all days is plotted; clearly showing 

three peaks: commuter traffic in the morning, lunch time and the evening rush 

hour. This graphic could also be considered as the Foursquare perception of the 

activity profile of Cologne. Figure 2 shows the relative frequency for all main fea-

ture types where the check-ins are dominated by the categories �Travel & 

Transport� followed by �Food� and �Professional & Other Places� (work).  

                                                           
5 https://dev.twitter.com/docs/using-search (last visited: 14.11.2012) 
6 https://developer.foursquare.com/ (last visited: 14.11.2012) 
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Fig. 1 Histogram of the check- ins per hour. Fig. 2 Histogram of the check-ins per main  

feature type. 

4.2 Analysis & Results 

Computing the Local Clusters 

For carrying out our analysis, we used the following parameters: To build our af-

finity matrix we choose   (five nearest neighbours) which gave us mostly 

contiguous clusters. The EAC was carried out with . The proposed val-

ue ensured convergence for our analysis. We set  and  and 

thus accounted for both, small and big clusters, targeting the inherent uncertainty 

about the correct value for . 

Our first step after data preparation was to build up our affinity matrix  ac-

cording to the given parameters. Secondly we ran the proposed EAC algorithm to 

compute the association matrix . Figure 3 shows the results. Due to the maximal 

cluster lifetime of  we decided to take  as our value for the number of re-

gions (this assured that the venues to be placed in the same final cluster must have 

been placed together in at least  of all runs).  

General Cluster Structure 

The final clustering is displayed in Figure 4. In favour of a clear overview, we fo-

cus the shown map extent to the inner city of Cologne (every cluster is represented 

by a different colour and the convex hull). It is clearly visible that the city centre 

consists of some small clusters while the surrounding districts are represented by 

large partitions. This is plausible since often city centres are functionally much 

more heterogeneous, while suburban areas are more homogenous (like large resi-

dential or industrial areas). While the clustering seems reasonable, we now want to 
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show how each of the computed partitions describe some special topic depending 

on the activity profile. 

 

Fig. 3 Determining the number of clusters in the final partition through exploration of the result-

ing dendrogram (the maximal cluster lifetime of  is between the two red lines � see Algo-

rithm 1 for the definition). 

 

Fig. 4 Results from the clustering of Foursquare check-ins in Cologne city centre and surround-

ings. 

Activity profiles 

Subsequently, we compute the activity profile of a cluster, which is defined as the 

sum over all activity profiles of the corresponding venues. The next step is to sub-
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tract it from the overall activity profile after transforming all absolute frequencies 

into relative frequencies. This yields the graphic shown in Figure 5 in which the 

difference to the regional activity profile is displayed for every cluster. If a bar has 

a value near zero, the activity in this cluster (which means check-ins) is very simi-

lar to the activity at a regional level with respect to that time slot.  

 

 

Fig. 5 Per cluster difference in the activity profiles between cluster and regional level � the ordi-

nate axis displays the difference between the activity in the cluster and at the regional level for 

every hour. 

There are some typical profiles like the one displayed for cluster 5, 15 and 18 

which show the main hotspots of the Cologne�s nightlife (Township �Ehrenfeld�, 

�Belgisches Viertel� and �Zülpicher Strasse�). While the number of check-ins is 

significantly less during the day, there is a lot more activity in the evening and at 

night. It is also typical that the last visitors of bars and clubs go home long time af-

ter midnight. It is interesting to see that cluster 2 (building the southern part of the 

region named �Belgisches Viertel�) also seems to have an attractive nightlife but 

contrary to the other nightlife hotspots, there are many individuals nearby around 
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lunchtime. On the other hand, there are also clusters showing completely different 

aspects of daily life. For example, cluster 1 is putting up an area around Cologne 

main station. It matches almost perfectly the overall activity profile (so the differ-

ences are near zero) because all of the mentioned peaks from Figure 1 are in some 

kind related to aspects of public transport. For example, the clusters with IDs 19, 

23, 24 and 30 are typical instances for work-related areas. There the main activity 

takes place during typical working hours between ten and fifteen o�clock. 

 

Fig. 6 Individual deviation of the distribution of the check-in category for every cluster from the 

average distribution of the check-in categories. 

To demonstrate the plausibility of our findings, we create a different plot (Fig-

ure 6) showing the difference between the relative frequency of the main feature 

types between cluster and regional level. In favour of readability, we left out the 

label of every second feature type on the y-axis, which are the same like the corre-

sponding one in Figure 2. Here it is conspicuous that the clusters forming the 

nightlife also consist of an outstanding number of venues categorized as nightlife 
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(compared to the average). For the cluster representing the area around Cologne 

main station venues from the categories �Food� and �Travel & Transport� are dom-

inating. While the second category seems to be instantly intuitive, also the first 

one is plausible because most of the small shops at the main station sell food and 

beverages. The description for the class of the work-related clusters is somewhat 

more heterogeneous � those venues often have the main feature type �Shop & Ser-

vice�, �Great Outdoors� (botanic garden and places to rest along the river Rhine), 

�Professional & Other Places� and �Food� � most places restricted to opening 

hours which explain the typical shape of the activity profile. 

Classifying activity profiles 

So far, we can create a description for every constructed cluster. Still an overall 

description of the entire region is missing, which relates all clusters according to 

their activity profile. This could also be considered as a clustering of the con-

structed partitions where partitions featuring the same profile should be kept to-

gether. To get an intuitive and visualizable solution we therefore choose Sam-

mon`s mapping [25], a method from multidimensional scaling which does a 

projection from the 24-dimensional space (the profile) into a space of lower di-

mensionality (we apply here a two-dimensional colour plane). Here the similarity 

between two clusters with respect to their profiles is expressed through closeness. 

A good way to visualize this in terms of our solution is to choose the colouring ac-

cording to the mapping, so that similar clusters get similar colours. For the discov-

ered nightlife hotspots we depict this colouring in Figure 7. The small graphic in 

the upper right corner shows a part of the results from the Sammon�s projection 

focussing on the identified nightlife areas 5, 15 and 18 (coloured in green). As ex-

pected, they are all arranged close together. The adjacent clusters 4 and 14 also 

seem to have a significant number of venues belonging to nightlife. However, 

looking at the activity profile indicates that closing time is earlier and the nightlife 

aspect is less pronounced.  

In summary the general classification can be described by the following rules 

of thumb: while green indicates an active nightlife (or activity in the evening), 

blue clusters are more often characterized by �daylight activities� and red stands 

for partitions not differing too much from the average regional profile shown in 

Figure 1. 
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Fig. 7 Results from the Sammon�s mapping for the inner city of Cologne. 

5 Discussion/Future Work 

In this work, we presented a novel approach to identify, describe and classify are-

as according to the temporal distribution of individual human activities. Therefore, 

we utilized a new source of data obtained from LBSNs. A major advantage of us-

ing this type of information is its general availability. It consists of events (called 

check-ins) triggered by users and bundle spatial (the location), temporal (the time 

of the event) and personal (the user ID) information. An important difference to 

the usage of coordinates is, that the spatial information here is connected with a 

physical location (a venue) and attached with a human readable description. 

Thereby people visiting the same physical location (e.g. a restaurant or a shopping 

area) could be matched on the same coordinates.  

We used this information to build an activity profile for every venue in the area 

around Cologne. The profile is based on a similarity measure, which is particularly 

suitable for short time series.  

We then applied spectral clustering to obtain partitions that contain venues with 

similar activity profiles. To overcome the problems arising from the �instability� 
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of clustering methods we used evidence accumulation clustering to deduce the pa-

rameters needed directly from the data (in this case the number of clusters).  

Then our method proposed for classifying the partitions is straightforward. We 

computed the difference between the activity profile of the partition and the activi-

ty profile of the regional level for every cluster and visualized all differences. Es-

pecially partitions with the emphasis on nightlife and workplace could easily be 

identified. Furthermore, we classified every cluster using a technique from the 

field of multidimensional scaling to obtain an intuitive visualization. Therein the 

similarity between clusters is expressed through similar colours.   

Based on this we showed how to explore regions of similar activity and how to 

characterize them by colour. Because of the promising results, we think that the 

overall approach could be a starting point for a better understanding of urban dy-

namics.  

 

There are three main findings resulting from this work: (1) The construction of ac-

tivity profiles for every location allows a clustering based on the temporal distri-

bution of the venues. It thereby features a description of the spatio-temporal struc-

ture of a city. (2) We show how a new combination of existing approaches allows 

the creation of local and contiguous clusters without suffering from problems like 

the uncertainty about the right parameter values or assumptions about the cluster 

type. (3) To the best of our knowledge, this is the first approach using LBSN data 

for microgeographic modelling in the largest country in Europe. We conclude that 

while the size of the obtained data is still small compared to studies in the US, it is 

nevertheless possible to feature a much better understanding of social processes 

and interactions in urban regions. The outlook is even better because there is an 

on-going increase in the use of mobile devices and LBSNs. 

 

In terms of future work, we intend to focus on three main aspects from which we 

expect the most benefits: 

The first one is the integration of different sources of data coming from LBSNs 

and microblogging services, which will be a challenging task. Especially matching 

venues from the different �ecosystems� is clearly non-trivial. This is because there 

is no standardization concerning the names, feature types or localization. On the 

other hand, it will directly increase the sample size and thus likely improve results. 

Additional data from microblogging services like Twitter could fill gaps especially 

in regions where the usage of LBSNs is not sufficient and vice versa.  

The second direction for future work is the exploration of general limitations 

by using Volunteered Geographic Information (VGI) [11] for urban analysis. For 

example, it is well known that this data does not provide a representative sample 

from the whole population. This can be important when interpreting the results 

from our method (and of course the work from others when using VGI data). 

Mentioned in the part of related work, a possibility to overcome this situation 

could be an approach that uses different sources of mobility data. The fusion of 

data from cell phones, surveys and VGI will provide valuable information for ana-

lysing activity patterns and possibly enhances the transformation from urban re-
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gions to �smart cities�. In this case the public discussion about privacy should be 

taken into account as well. 

The third and last direction will focus on the algorithmic parts, particularly the 

extension of the classification. For example, the method could support the inter-

pretability by providing an intuitive and automatic description for every cluster 

and interactive tools to let the user dive into the results.  In addition, the computa-

tion should be made �big-data-ready� to cope with the massive amount of data 

produced in LBSNs and microblogging services. 
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