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ABSTRACT

In recent times, consumer research at major social events re-
ceived significant interest by organizing companies. Under-
standing the movements and motivations of the customers
enables new business strategies and is needed to minimize
the risk of investment. The spatiotemporal complexity of
major events poses high demands on survey and analytical
methods. New technological advances in both event mon-
itoring systems and evaluation methods of movement data
provide new insights into the behavioral patterns of cus-
tomers by preserving their privacy. In this paper we present
a work that seeks to systematize the research process of de-
sign, collection, and analysis of visitor behavior in a mixed
indoor-outdoor event setting using Bluetooth sensor tech-
nology. The defined workflow is comprised of 5 steps and
designed to answer heterogeneous business questions with
respect to customer movement behavior in a single event
context. Our approach is applied in a real-world business
application for a Formula 1 event.
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1. INTRODUCTION
Many major events like Formula 1 races or grand festi-

vals cost millions of Euro and only take place once every
year. Organizing companies of these social events carry a
high risk of investment. Their sustained success much de-
pends on the attraction of visitors and how they manage
to motivate potential customers to use their services during
the stay. One way towards optimized services is by under-
standing the travel behavior and motivations of customers.
Until recently, companies relied on decisions based on past
experiences or trial and error. Investments were therefore
left to chance. Nowadays, they look for a more systematic
approach of controlling their investments and seek for new
optimization potential. Intelligent, seamless monitoring sys-
tems give insights into local human mobility, dependencies,
and potential influence factors.
Monitoring flows of pedestrians across boundaries of in-

door and outdoor space allows reviewing the performance of
an investment, e.g. building investments, new attractions.
Furthermore, the temporal and spatial setup of an event can
be evaluated for future optimizations: Could the attractions
be easily reached, was the line-up of acts well planned, why
did one attraction underperform?
Major events likely exceed 10,000 visitors. Hence, systems

monitoring these type of events must meet strict security,
business and performance conditions. We are proposing to
deploy a Bluetooth based Monitoring System (BMS). Due
to the complex nature of big social events the monitoring
technology must be flexible and failsafe as it is generally not
installed permanently. It should be simple to install with-
out imposing particularly high positioning restrictions and it
should not require any expert calibrations. Additionally the
technology used should equally operate in a mixed indoor
and outdoor setting, also be unsusceptible to weather condi-
tions, changing light conditions and independent of electric-
ity supply. Last but not least the monitoring system must
scale well and allow to anonymously track mobile devices on
a large scale. In business settings it is also important that
the systems must be cost-effective. All requirements are met
by the used BMS.
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In this paper we present an approach to monitoring spa-
tiotemporal divergent major events for understanding the lo-
cal and time depend mobility of visitors. Monitoring places
and movements deliver answers to key business questions.
The proposed workflow is comprised of two phases: survey
design and collection of the data utilizing Bluetooth sensors
and the subsequent process of knowledge discovery using
Mobility Mining methods and Visual Analytics. The first
phase ensures an optimal distribution of the sensors choos-
ing an appropriate placement strategy. The second phase
evaluates the data under the given research questions and
allows for secondary data to be integrated as background
knowledge. We will demonstrate the functionality of the
approach in a real-world business application.

The paper is organized as follows. A short review of cur-
rent scientific work will be given in the next section. Sec-
tion 3 describes our workflow and its steps. In Section 4 we
demonstrate our approach at this year’s Formula 1 Grand
Prix event which took place at the Nürburgring in Germany,
and Section 5 concludes the paper and points to the direc-
tion of future work.

2. RELATED WORK
Understanding consumer behavior has always been the

goal of marketing research. The task is to deliver key infor-
mation about the needs and wants of a company’s customers.
Current research mainly focuses on understanding the pur-
chase decision of people. Quantitative and qualitative re-
search plans have been developed and adapted for different
economical situations tro:konsument, [6]. Recent work has
been done in analyzing new data sources for gaining insights
into the travelling behavior of people e.g. for the tourism
industry [12], gir:footprint, [3]. With rapid development and
access of mobile devices new methods have been proposed
for analyzing massive distributed movement data [12], [1].
In general analyzing human movement data has received a
lot of attention especially in the field of Visual Analytics [4],
[2].

Visual Analytics aims at combining the strengths of hu-
man and computational data processing. It is used out of
two reasons: first, for visualizing the results of the min-
ing process and second, for making analytical tools acces-
sible and usable to business experts. The most common
techniques for the visualization of movements of humans
are static maps with directed linear symbols [19], animated
maps [5], and space-time cubes, where two dimensions rep-
resent space and the third dimension represents time [11].
Links between places can be studied when movement data
is aggregated into origin-destination matrices and flow maps
[16].

In recent time the rapid spread of mobile phones with mul-
tiple integrated sensors inspired many researches on track-
ing people or more generally on collecting movement data.
Parallel to recording human outdoor movements using GPS
technology new solutions for tracking indoor movements have
been required. The reason is that GPS is sensible to physical
shields like those of roofs. In recent years Bluetooth based
sensor technology has evolved to track people indoors. The
focus of scientific works concentrated on accurately locating
and following objects. Sensor and analysis methods have
been proven to allow for fine-grained positioning and track-
ing of indoor moving objects [9], [10]. Some work has been
conducted recording flows of outdoor movements using Blue-

Figure 1: Research workflow for monitoring big
events

tooth [15]. Weghe et. al. have investigated the applicability
of Bluetooth for collecting movement data during big events
to find answers to security and other questions [20].

3. EMPIRICAL RESEARCH WORKFLOW
Events being subject to high investment risks and uncer-

tainties are likely heterogeneous in space and time. They
take place over 2 or more days, indoors and outdoors with a
differing number of attractions. Under these varying settings
we are in need of a flexible research concept. Many of such
concepts have been proposed for different domains. None of
them deals with monitoring major events using Bluetooth
sensors to answer high level customer related business ques-
tions. However, there are special constraints with recording
customer behavior using Bluetooth technologies.
One of the constraints is related to the base technology.

The sensors - mobile and fixed - only have a certain range
to cover; they are limited in the number of measurements
per second and are influenced by surrounding objects and
other radio networks like Wireless LAN (sources of interfer-
ences). Another issue with Bluetooth is that it needs to be
activated and set public on the mobile devices in order to
be scannable. This may pose problems with regard to the
representativeness of a study. Electricity, size, and porta-
bility may present some issues, too. Security restrictions
also apply (i.e. fire, accident, vandalism etc.). One other
issue with Bluetooth based monitoring technologies may be
privacy concerns as they are able to record a unique identi-
fier of a Bluetooth device within their reach making people
recognizable.
Our descriptive research design addresses these constraints.

It is intended to systematize the proceeding of monitoring
and evaluating major events based on Bluetooth technology.
The goal of descriptive research is to observe and describe
the behavior of visitors of a monitored major event without
influencing them in any way. In order to achieve this goal
we propose a five-stepped concept which we group into two
phases (see Figure 1).

3.1 Empirical data collection
In the initial phase of the process the field survey is con-

ceptualized. In the Survey Design step the main tasks are to
understand the business, to define business related research
questions and to plan the data collection. The latter task
aims at defining a suitable sensor placement strategy for the
area being monitored. It can be applicable to include an
on-site inspection.
The sensor placement strategy is essential for the success

of the monitoring. Most areas of major events may easily
exceed 10, 000km2 making it too costly to cover all areas.
Therefore, placing the sensors must not only follow rules
of efficiency and economy but be strategically planned to
cover the desired area and measure all defining points of an
individual track. We can only understand the movement be-
havior if we ”see” it. In practice we need to set the range of
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each sensor (there are different types of antennas with differ-
ent reaches), find neuralgic places which are safe and allow
to cover the desired area without any interferences. One ex-
ample of a neuralgic place would be an entrance area. As
we are neither interested in accurately locating people nor
devices we do not need to overlap the sensor coverage areas
too much as this also produces a lot of noise in the data.
Nonetheless, in some situations it might be appropriate to
install two sensors for error measurements and to assure that
each device has been captured; especially, in major events
with many 1,000 devices. Placement strategies should avoid
blind spots where people leave the covered area and sud-
denly return. Or they should intentionally account for this
circumstance beforehand.

Major advantages of Bluetooth sensors are the small size
of the device, low battery consumption [10], and that there
are no sensor adjustments necessary during operation. How-
ever, this sensor technology requires to set the intervals
of measurement (Bluetooth echo or number of scans per
minute). With respect to our research task we are not inter-
ested in a low level Bluetooth tracking rather than in detect-
ing main flows of movements between different attractions
over space and time. The data collected is stored on a SD-
card or send directly over a radio network. For the latter
the sensors need to be set up properly during Step 2 of our
workflow.

In contrast to other technologies (e.g. light barrier) Blue-
tooth sensors collect privacy sensitive data. Each Bluetooth
chip is uniquely identifiable by a Media-Access-Control ad-
dress (MAC). A person might become trackable beyond the
boundaries of an event. Hence, our BlueTechSensors (BtS)
do only save an anonymized identifier valid for the time
of the monitored event. We are using an embedded, irre-
versible, and event specific SHA-256bit encryption algorithm
to scramble the MAC-address. That is, we ensure platform
independent encryption of the address.

To support the process of hypothesis generation and to
increase the validity of the study a combination of different
sensor technologies can be included for error measurement
and to add additional information. Laser scanners for ex-
ample are applicable to count the absolute number of people
visiting a certain attraction.

The following step ”Data Collection” (Step 2) includes the
installation of the sensors in the field. Hardware and soft-
ware checks are done as well. One important task in this step
is to double check the placement plan as major events are
likely to change the schedule or modify the locations. Dur-
ing the event there is no further setup necessary. Depending
on the type of data transmission (off-line or connected) it
may also be necessary to properly set up the network.

3.2 Spatiotemporal analysis of Bluetooth data
The second phase of the research process aims at answer-

ing the previously defined research questions. We apply
preprocessing methods for Bluetooth data and use Mobil-
ity Mining and Visual Analytics to analyze the sensor data
and present the results to the business decision makers.

The ”Knowledge Discovery Phase” is subdivided into three
steps. The first step is ”Data Preparation” (see Figure 2).
Main tasks of this step are data cleaning and generating
movement data from Bluetooth data records. Sensor data
is prone to erroneous data, artifacts like spot readings of
devices for only seconds, missed readings, parallel measure-

Figure 2: Data Cleaning Process for Bluetooth Data

ments due to overlapping sensor areas, device failures (while
saving or sending the data), etc. For cleaning the data we
use spatial and temporal characteristics of the sensor data
adapted from the Sensor Cleaning Pipeline presented in [13]
and the Visual Analytics Mantra for massive spatial refer-
enced datasets [14], [12].
First, the raw data of each BtS is imported into a database.

Then, this data is cleaned beginning with temporal filtering:
Point Filtering removes all duplicate entries over time using
a time window approach. Depending on the measurement
intervals (see section 3.1) this time window needs to be in-
dividually shaped also taking into account the sensor place-
ment (overlapping). Erroneous readings or data fragments
are deleted. Next, consecutive arbitrary measurements like
spot readings (short term measurements) are combined to
one meta-point. These measurements are not yet deleted be-
cause they might be part of a route between two attractions
or indicate a short leaving of an attraction (e.g. smoking
break, phone call). Afterwards consecutive data points of
the same device and per attraction are merged. For each
representation point the duration of stay and the number
of measurement points are calculated. This information is
later used to decide whether a device has visited an attrac-
tion for the entire duration of stay or for some reason left
the surveyed area (test of duration plausibility).
Afterwards also a spatial filtering is applied: Rectify Data

cleans spatial inhomogeneous measurements like ambigu-
ous jumps between two areas or attractions due to over-
lapping sensor coverage or measurement errors. Therefore
the spatial distance between sensors and sensor coverage ar-
eas respectively (e.g. walking distance in meter) are com-
bined with time and duration to calculate speed and posi-
tion changes per time. The goal is twofold: eliminate bogus
position changes and gain first insights in people traveling
behavior.
In the final step of the data cleaning process we aggregate

the purged data points by space. When monitoring build-
ings usually all entrances and exits are covered. All data
collected on these locations belong to the same attraction.
Therefore we first partition the monitored area by means
of buffers, tesselation, (dense based) clustering of sensors,
similarity in movements or other methods. A plausibility
check should be included; we even suggest involving local
experts. After the data has been purified the database con-
tains sequences of sensor or attraction visited by multiple
devices (persons). This data can be interpreted as infor-
mation about movements and behavior of visitors of major
events. On the one hand, each visit of a person to an attrac-
tion can be viewed as an independent spatiotemporal event
with a duration, motivation (need/want) and timely order.
On the other hand the sequence of visits can be considered
as a trajectory of this person. That is, a trajectory contains
a sequence of positions (longitude, latitude), time, and tran-
sitional information. We call this class of data attraction-
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Figure 3: Mining Process on Bluetooth Data

Figure 4: Tasks and methods in analysis of
Bluetooth-datasets

based movement data.
Analysis of attraction-based movement data in major event

context is a relatively new research topic. Andrienko et. al.
have been pursuing research on event-based movement data
which has similar data structures than our data [3]. We
take a systematic approach to the analysis of this special
type of movement data. We define a recursive Data Min-
ing workflow comprised of two elements: Visual Analytics
and Mobility Mining. Both elements are in a bidirectional
circular relationship with each other (see Figure 3); mean-
ing that both analytical field are integrated in an analyt-
ical refinement process. In simple terms, Mobility Mining
is Data Mining with special focus on mobility data adapt-
ing algorithms from machine learning, information retrieval,
statistics, and database theory. For the purpose of analyzing
attraction-based movement data we developed an interactive
visualization and mining process. We used Visual Analytics
to understand the recorded event and dynamic data. Based
on this understanding we extended the dataset, constructed
parametric mobility models, and derived hypothesis to an-
swer the research questions. The results of the modeling and
learning were then again analyzed visually and our hypothe-
ses were refined interactively.

Andrienko et. al. propose a typification of research tasks
and methods [3]. We also defined a focus-object-matrix fo-
cusing on the spatial and temporal dimension of the data.
Figure 4 shows a non-exhaustive synopsis of tasks and meth-
ods. Not all analytical methods are suitable for analyzing
high-granular Bluetooth records of movement between only
a few stationary and staggered-in-time attractions.

After mining the movement data for answers to the re-
search questions at hand all findings are finally visualized
in step 3 of the Knowledge Discovery Phase. In the follow-
ing section we will apply our workflow for monitoring major
events in a case study conducted at the Nürburgring, Ger-
many.

4. MONITORING A RACE EVENT
Every two years the Nürburgring hosts the Formula 1

Grand Prix event in Germany with over 60,000 visitors.
During one weekend in July visitors of all ages are offered
a variety of attractions reaching from leisure activities (e.g.
cart racing, cinema) and music events up to motorsports.
All attractions are spatially and chronological distributed.
With millions being spent on infrastructure, car racing and
shows the investment risk is fairly high. Event monitoring
enables organizers to understand their customers for better
business decisions.

4.1 Survey Design and Data Collection
In expert interviews supplemented by an on-site inspec-

tion ahead of the event we learned about the context in
which all movements and spatiotemporal events occur. Gen-
erally, it can be noticed that the business questions have two
main focuses. (1) The first type of questions is attraction
related; (2) the second relates on human movements. Ques-
tions of type 1 are:

• What is the duration of stay at an attraction?

• How often are attractions being visited over time?

Second type questions are:

• How do people move around the event area?

• How do visitors move around the area with respect to
the point where they entered the premises?

The empirical research plan we developed concentrated on
the main spatial and temporal attractions. When we speak
of attractions we do so with two different meanings. First,
attraction refers to local points-of-interest, e.g. a tribune
or the shopping center. Second, temporal attractions are
happenings in time, e.g. live music or the race. In order to
monitor all attractions we calculated that we need 27 sen-
sors. Three more sensors (green) we installed for error mea-
surement and to account for expected high activities. Figure
5 shows the location of each BtS (red dot) and its estimated
coverage area (blue circle). It can be noticed that there are
areas with high density of sensors in the center. That is
because of the location of two main attractions (Boulevard,
RingřWerk) as well as the main tribunes (T4, T4a, Main)
in the center area. Outdoor located sensors were battery
operated with a runtime of more than 40 hours. All BtS
operated offline logging the measurements to a SD-Card be-
cause the area was too large (more than 40.000km2) to setup
a wireless LAN and GPRS/LTE is too costly. The size of
the area made it economical absurd to capture every move
in detail. Furthermore, the research was not designed for
real-time monitoring in this particular case study.
During the weekend of the 23rd and 24th July the BtS

recorded all Bluetooth activity within their reach with an
interval of 1 measurement every 3 seconds. To achieve this
rate each sensor was equipped with 3 Bluetooth antennas.
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Figure 5: Sensor placement in target area

Each sensor independently measured unique records for each
Bluetooth device. The privacy of the device owners was
guaranteed by scrambling the MAC address but keeping the
MAC-to-ID translation permanent for the weekend (see pri-
vacy issues in Section 3.1) so that the visits of a person can
be linked into a chronological ordered sequence. Entries in
a BtS logfile follow the logic:

[time];[sensor_id];[srambled device ID];[weakness]

Weakness measures the signal strength of the Bluetooth de-
vice within the reach of a BtS. This allows for definite as-
signment to a sensor. As our primary focus is on the analysis
of global movements we are not interested in accurately po-
sition an object in space (e.g. triangulation) rather than in
a high recall rate and a precise sensor assignment.

4.2 Preparing Bluetooth Data
The measured dataset contains more than 870,000 records

produced by over 12,700 unique devices. Figure 6 shows the
distribution of the aggregated absolute number of records
over the two-day event period. It can already be seen that
there are two local minima midday of both days. Further-
more, on Sunday the number of records tends to zero past
7pm whereas on Saturday the recorded numbers only slowly
decrease till it reaches its minima at 4 am on Sunday, speak-
ing for more night activity. In the data preparation step of
our workflow this raw data is first being cleaned up. As de-
scribed in detail in Section 3.2 initially we filter out duplicate
entries. Two files contained erroneous log entries which have
been deleted. We subdivided the measurement sequence of
records by time spend at a location. For each device we
defined time windows of arbitrary size. Short time readings
at a sensor have been yet preserved. This way we do not
lose any information; for example about people who leave
a sensor area only for a very short time and return. In the
second step of the temporal filtering process we merged all
consecutive records of one device with identical sensor ID.
For each group of records we created one representing entry
with the number of data points it represents and the time
difference between the max and min time inside a group
(group episode).

Spatial filtering is then applied on the temporal filtered
dataset. Based on the map of the Nürburgring we calcu-
lated the expected travel distance between all sensor loca-
tions. We decided to use a higher tolerance level in this case
study due to the uncertainty introduced by the unknown
extends of the BtS coverage areas. The route network was
known. Similar to the arbitrary jumps of GPS signals when

Figure 6: Distribution of aggregated counts of raw
records (y) per hour (x) separated by day

Figure 7: Distribution of aggregated counts (y) of
records per hour (x) after spatiotemporal filtering

a device is not moving, there are arbitrary movements in the
ordered list of records for each Bluetooth device. The prob-
ability of such false movements increases with the number of
overlapping sensor areas. A number of scientific work deals
with using this information for the localization of a device.
We also use signal strength, travel distance, speed, and the
group episode information to remove all spurious location
changes. At last we aggregated all sensor data of the same
attraction. Therefore, in a pre-step we assigned each of the
BtS to one spatial attraction. For instance the scanners in-
side the Boulevard area have been assigned to the attraction
Boulevard. For this case study we manually clustered the
BtS but doublechecked with a clustering of sensors accord-
ing to the type and occurrence of events monitored at the
locations using Visual Analytics. Results show strong simi-
larity. Again we calculated the min-max-time difference as
the duration of stay at an attraction as well as the number
of measurement points in this period. The latter is used to
assure that a device did not leave the coverage area as this
easily leads to false findings if a person continous to travel
unnoticed and is thought to be staying at a certain attrac-
tion. Thus we require a minimal measurements-per-time
ratio (1 record every 30sec).
Next, we generated trajectories based on the filtered and

aggregated sequences of visits. We used the center point of
each attraction for assigning geo-referenced positions (lon-
gitude, latitude) to trajectory elements. After cleaning and
aggregating the raw data we have 100,000 records left in the
database. Figure 7 shows the distribution of the purified
data. The typical course of the original and the new hourly
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distribution is preserved. The new distribution shows clearer
minima and maxima. Especially around 1pm and 2pm the
number of records has significantly been reduced. This new
class of data we call attraction-based movement data.

To gain a better understanding of the prepared dataset we
use descriptive statistics and clustering. It turns out that the
Bluetooth data sample is comprised of two subsets. The first
subset of devices show quick attraction changes and long du-
rations of stay while only causing low numbers of records.
The probability of spot measurements is also increased in
this group. The other group of devices shows a higher num-
ber of attraction visits and the number of records per stay
is significantly higher than in the first group. Further anal-
ysis revealed that the dataset contains not only Bluetooth
chips build into cellular phones or headsets but also naviga-
tion and car communication systems. Hence, we not only
recorded movements and events of people but also of cars.
For training a classifier we manually assigned 5 vendors of
Bluetooth devices (like Nokia for cellular phones, TomTom
for car navigation) to each class. The feature vector con-
tained speed changes, number of attractions, measurement
points per stay, length of the trajectories, and repeated vis-
its. We used a simple classification (decision tree) to assign
each vendor to one of the classes pedestrian or car with an
accuracy of 90% in the training set.

In the following analysis we will ignore car movements
for the moment. For reasons of business privacy we will
only show some findings of the knowledge discovery process.
The focus will be on the methods used to fulfill the tasks
identified in Figure 4.

4.3 Analysis of Events
The focus of our analysis of attractions lies on answering

questions that are event related. The previously prepared
data now contains information about durations of stay and
visits of attractions over time. For the case study we identi-
fied the most interesting spatial attractions according to the
number of visits at these places. To answer the question of
what is the duration of stay at an attraction we look at one
sample attraction on the Nürburgring area. For every hour
of day we calculated the number of devices recorded at one
or more sensors covering the attraction. Recall that in our
database we only have aggregations of records with a total
duration of stay in minutes and a number of measurement
points. Therefore, we divided the day into 24 timely ordered
periods each of a length of 60 minutes. For these periods we
count the number of unique devices which were within the
60-minute-frame at the attraction. For example a person
who stayed only 25 minutes of an hour at the attraction will
only count second group ([5, 10), [10, 30), [30, ∼)) for that
particular hour.

Figure 8 shows an excerpt of our analysis for one area of
the Nürburgring. For both racing days we see the number
of persons spending less than 5 minutes at the attraction
(orange), 5 to 30 minutes (blue), or more than 30 minutes
(green). What can be seen is that long durations of stay
increase towards 12 o’clock and in the afternoon. Partic-
ularly noticeable is the Sunday morning with continuously
long periods of stay at the attraction. Both days show a
minimum at 2pm. That is the time of the race when people
are watching the race from the tribunes. On Sunday af-
ter the race we see only one peak at 4pm and afterwards the
duration of stay decreases significantly so is also the remain-

Figure 8: Number of visitors at an example attrac-
tion with a duration of stay clustered into 3 groups
([5,10),[10,30),[30,∼)

Figure 9: Heat map of the counts of devices at each
attraction over the monitoring period; range from
red - indicating high counts of devices - to yellow -
low counts of devices

ing number of visitors on the area. The peaks of the second
group (10-30) shortly before and after the qualifying (2-3pm
Saturday) or the race (2-6pm Sunday) can be explained by
the structural conditions. Visitors of the main tribune must
enter and leave through the attraction we look at.
If we look at the counts of devices per attraction (adjusted

to the number of overlapping sensor areas) the center shows
a significant share of devices (see Figure 9). Spatially limited
heat maps prove to be suitable for visualizing the aggregated
counts of devices over time. We therefore buffered the cen-
troids of the attractions and assigned the number of devices
to each region and calculated a heat map. As many visi-
tors enter the area from the north-east we also see a higher
number of devices there.

4.4 Analysis of Movements
The objective of movement analysis in event monitoring

was twofold: The first research question deals with the move-
ment behavior of visitors depending on the entry point used
to the area. The second question was targeted on discover-
ing spatio-temporal patterns of visiting attractions or events
in time in the main area of the Nürburgring Racing Track.
Each recording of a Bluetooth device labeled pedestrian (see
Section 4.2) was considered to be part of a daily trajectory
of a person. If the person left the monitored area or turned
the device on and off periodically we split the daily sequence
into subsequences. The result of the trajectory generation
was over 16,000 geo-referenced sequences of attractions cre-
ated by 12,185 devices. Note that we used the centroids of
the attraction geometries as position for the visit (step of
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Figure 10: Directed aggregated moves (blue arrows)
starting or ending in the northern entry point (blue
point)

the trajectory).
One task was to investigate the flows between attractions

over time. The local experts already have a feeling of what
the major paths are in and out of the central areas. To this
day they were lacking a weighting of the paths and general
dependencies between entry points and attractions.

Mapping of movement flows is a standard cartographic
technique to visualize flows of movements [17]. For massive
movement data it is recommended to aggregate the moves
first. Therefore, we count the number of moves () starting
or ending for every pair of attractions (A, B). The resulting
records (A, B, ) are referred to as aggregated moves. The
used visualization tool interprets the direction of aggregated
moves by displaying arrows at the end of the connecting
lines between the centroids of the paired attractions. The
counts of moves correspond to the thickness of the arrows.
Coinciding starts and ends do not exist in our setting as they
are interpreted as duration of stay at one attraction.

To answer the question of how visitors move around the
area with respect to the point where they entered the premises
it is of most interest to the business decision makers to know
the primary targets. Figure 10 visualizes the aggregated
moves of one out of 10 entry points using a flow map. For
this visualization we ignored all short stops at attractions
on the path towards the actual target. The threshold for
deciding the first target after entering the area was defined
as a 10 minute stay at one attraction. It can be seen that
the majority of people entering the premises through the
marked point first visit the Boulevard area in the center of
the map section.

For analyzing global flows we also utilize flow maps based
on unfiltered aggregated moves between all sensor locations.
An example is presented in Figure 11 which depicts flows
on a low granular spatial scale. The blue lines represent
actual movements of devices between sensors. The red col-
ored arrows indicate the flows of devices between areas. The
arrows in the center of the map indicate no favorite direc-
tions of flows but in general it can be depicted that most
movements take place in the center. The biggest is inside
the Boulevard (shopping area). This finding must be crit-
ically interpreted as our coverage is not intended to track
people on a low level. Thus, there might still be overlap-
ping. Nonetheless, we do see that the dependency assumed
in our heat map interpretation in Section 4.3 can be sub-
stantiated. The flows from the north-east entry point are
strong towards the center.

After looking at flows and dependencies of places we are

Figure 11: Flows of visitors as directed aggregated
moves (red arrows) between all sensor areas

nowinterested in finding patterns in movement behavior.
One way of interactively analyze large amounts of move-
ment data is by using self-organizing maps (SOM). By vary-
ing the clustering parameters we can do the analysis with a
different number of clusters or thresholds. Figure 12 shows
an example of the SOM-clustering of movements. The grey
lines represent subsequences of movements between sensor
areas. The background color indicates the temporal clus-
ter of movements. Saturday morning and night we have a
purple like coloring indicating a similarity of movements.
Sunday morning does not show a particular different move-
ment behavior as it could be expected when thinking back to
the durations of stay-analysis. Apparent is that both times
around the races (qualifying and main race) show similar
movement characteristics (dark yellow colored). The only
difference is the duration as it is twice as long on Sunday.
This is substantiated by the official schedule as the qualify-
ing only takes place for 1 hour whereas the race lasts for 2
hours. Before the races takes place or when they end we see
another type of movement (red colored) which can be inter-
preted as people going to the tribunes to watch the race or
leaving. This is especially obvious on Sunday after the main
race. The movement behavior lets assume that people are
leaving the area massively. Apparently people arrive dis-
tributed over the morning hours so that there is no similar
cluster found. On Saturday we do not see such a ”collective-
leaving”. One reason for that could be that there are still
many attractions and events (e.g. live music).

5. CONCLUSION
In this paper we have presented a systematic workflow

for monitoring the movement behavior of visitors of major
events using Bluetooth capturing technology. The work-
flow begins with planning the data collection with special
focus on the placement strategy of the sensors. Shortly we
have described our BlueTechSensor and addressed the pri-
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Figure 12: Clustering of situations according to
people’s moves between sensor areas using self-
organizing-maps

vacy issue with using Bluetooth sensors technology. Next,
we looked closely at the data preparation of Bluetooth data.
This is because false treatment of errors or loss of infor-
mation may easily lead to spurious results and misleading
hypothesis in the Knowledge Discovery Process.

The interactive design of the mining process enabled many
new analytical combinations. We have defined possible anal-
ysis tasks and presented several analysis approaches appro-
priate to solve these tasks. The proposed workflow proved
suitable for answering the identified business questions. De-
cision makers gained new insights in the movement behavior
of their ”customers”.

The advantages with Bluetooth capturing technology lie
in their flexibility and robustness. They can be used in a
mixed indoor and outdoor setting and produce one single
and homogeneous database. Hence, the data must not be
joined by complex algorithms. The main advantage is that
Bluetooth sensor technology allows for uniquely tracking de-
vices in space and time without any interaction.

More than 12,000 unique devices have been recorded over
two days of the case study event. One surprise during this
research was to find that over 55% of the recorded Bluetooth
data was related to car movements. In the future we plan
to investigate which Mobility Mining methods developed for
GPS-based studies can be adapted and used for construct-
ing mobility models and conducting research about the rep-
resentativeness of Bluetooth samples and sample bias.
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